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Abstract 
 

Artificial Intelligence (AI) is an emerging technology that is transforming various aspects of 

society, including higher education. This paper examines faculty perspectives from five different 

institutions; The American University in Cairo (AUC), The German University in Cairo (GUC), 

The Arab Academy for Science and Technology (AAST), Ain Shams University, and Cairo 

University, on the use of AI in higher education in teaching and learning in Egypt, with all its 

challenges and resources available to support it, and how it can be used to achieve equity and 

accessibility. This research was conducted through a qualitative study using semi-structured one-

on-one interviews with open-ended questions. Purposeful sampling, specifically snowball 

sampling strategies, was used to select the fifteen participants in this study, and the interviews 

were conducted at the faculty’s respective institution or on Zoom. Moreover, Venkatesh et al. 

(2003)’s Unified Theory of Acceptance and Use of Technology (UTAUT) model of performance 

expectancy, effort expectancy, social influence, and facilitating conditions was used as a lens to 

guide the research. The study sheds light on different faculty perspectives from the five 

institutions on how AI can be used in teaching and learning with all its advantages and 

challenges, the support systems available to support the adoption of AI, and how AI can be used 

to achieve equity and accessibility to higher education. The data is presented according to the 

UTAUT model. The findings showed that faculty members are willing to adopt AI in their 

institutions based on their responses to performance expectancy, effort expectancy, and social 

influence. They also view AI as a tool to achieve equity and accessibility, but after combating the 

challenges. Results also showed that more work must be done regarding the facilitating 

conditions and the perceived risks. While the implementation of AI in Egyptian higher education 
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institutions is still in its early stages and with many issues to be resolved, still, it is impossible to 

disregard the potential advantages of AI in higher education. 

 

Keywords: Artificial Intelligence, Artificial Intelligence in Higher Education in Egypt, Artificial 

intelligence for Equity and Accessibility, Higher Education, Egypt, Equity, Accessibility, 

Teaching and Learning. 
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1. Chapter One: Introduction  

1.1 Background  

Artificial intelligence (AI) is the ability and advancement of data innovation-based 

personal computer (PC) frameworks or other machines to do tasks that normally need human 

understanding and rational thought (Jain & Jain, 2019). AI is emerging in many industries, and 

higher education is among the sectors in which AI has been used. In a McKinsey (2017) report 

on how AI is used by organizations that have begun to apply these technologies across industries, 

the authors found that AI can increase efficiency in education, which is crucial to enhancing 

productivity.  With the emergence of the fourth industrial revolution, which is led by AI (Xing & 

Marwala, 2018), where AI is starting to deliver on its promises of producing value through the 

availability of relevant data, processing capabilities, and algorithms (Mhlanga, 2021), studying 

the effect of AI on education is crucial. According to a systematic review of 56 articles on AI’s 

impact on higher education from 1900 to 2021, AI is effective in improving education quality by 

facilitating improved communication skills for learners and enhances their connection to the 

global community, advancing higher education curricula, enhancing individualized learning and 

the creation of e-learning systems, handling organized and unstructured data, which in turn 

reduces management burden and accelerates decision-making processes (Slimi, 2021). 

Moreover, AI is effective in improving evaluation methods for a better future job since AI 

influences future employment, implying that higher education institutions should include more 

AI to produce better graduates who fulfill future market demands (Slimi, 2021).  

The rise of digitalization has led universities nowadays to stay alert to technological 

advances in their institutions (Aldosari, 2020).  According to a survey administered by Microsoft 

and Times Higher Education (2019), university decision-makers confirm that AI will have great 
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importance in higher education in the future; however, only 41% had an AI strategy developed 

for their institution. Additionally, according to a study conducted by Microsoft Asia and IDC 

Asia/Pacific (2019), AI will increase innovation in higher education institutions and enhance 

student engagement, enrollment, and funding.  

1.2 Problem Statement 

AI’s fast growth is having a significant influence on education. AI-powered solutions 

have tremendous promise for social benefit and achieving the Sustainable Development Goals 

(UNESCO, 2021). AI has also begun to develop new teaching and learning solutions, which are 

currently being tested in a variety of settings (UNESCO, 2019). Moreover, implementing and 

using AI in education must be driven by equity and inclusion (UNESCO, 2022). According to an 

article written by Pedro (2020), which provides an overview of AI applications in higher 

education, using research from the previous two decades as a starting point, he stated that the 

potential benefits of using AI in education appear to be improving students' learning experiences 

and their motivation for learning, which will reduce student drop-out rates, and provide 

personalized and adaptable learning paths to support the learning process.  

There are several potential consequences of higher education institutions not adopting AI. 

First, without AI, universities may struggle to keep pace with the rapidly changing technological 

landscape and may fail to prepare students for the workforce of the future (OECD, 2018). 

Second, AI can significantly enhance student engagement, enrollment, and funding while 

improving communication skills, individualized learning, and e-learning systems (Microsoft & 

Times Higher Education, 2020). Universities that fail to embrace AI may struggle to create better 

learning opportunities and attract and retain students and funding. Finally, the integration of AI 

into higher education can promote equity, inclusion, and accessibility in education (UNESCO, 
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2019). Without AI, universities may struggle to provide personalized learning experiences that 

cater to the unique needs and abilities of every student, potentially exacerbating existing 

inequalities. 

1.3 Research Gap 

It is important to research how AI is used in Egyptian higher education for several 

reasons. Egypt is facing several challenges in higher education relating to limited resources, 

infrastructure, and access to quality education (Loveluck, 2012). The use of AI and tools, such as 

personalization, automation, virtual teacher-aids, and smart campus planning, can serve as an 

opportunity to overcome the challenges (Akinwalere & Ivanov, 2022). The aspect of how AI can 

be used in Higher Education in Egypt is currently not studied. Thus, with the growing popularity 

of AI and with its promise to revolutionize education, studying it and contextualizing the use of 

AI in the Egyptian context is important since, currently, no literature exists regarding this topic.  

1.4 Purpose Statement 

Accordingly, with the increasing appeal of the use of AI in education, and with not much 

literature existing in relation to Egypt’s uses of AI in higher education, this research aims to 

explore the use of AI in higher education institutions and how this could either potentially create 

equity and accessibility or widen the gap in higher education in Egypt. Moreover, this research 

also highlighted challenges and support systems and resources available for adopting AI in 

Egypt. For the aim of this research, equity is defined as including everyone regardless of 

differences in order to promote access, participation, and educational advancement (Parveen & 

Awan, 2019). Moreover, accessibility is defined as ensuring that education is available to all 

pupils. This guarantees that education is provided to all children, including girls, refugees, 

migrants, and disabled children, without discrimination (Tomasevski, 2001). SDG 4 Goal 4.3 
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states that by 2030, we must "ensure equal access for all women and men to affordable quality 

technical, vocational and tertiary education, including university”, which is in tandem with 

accessibility and equity in higher education (UNESCO, 2020). In this research, accessibility has 

been used to assess how AI in teaching and learning can make education more accessible. 

1.5 Research Questions  

1. What are the faculty experiences on the use of AI in higher education in Egypt in 

teaching and learning? 

2. How could AI be used in teaching and learning in higher education to achieve equity and 

accessibility in Egypt? 

1.6 Significance 

 The research questions generally shed light on how AI can be used in higher education 

institutions in Egypt, both practically and in terms of support systems are resources that are 

available and aid the adoption of AI in Egypt. The research questions are in tandem with the rise 

of the fourth industrial revolution. They will aid in the development of education since, 

according to UNESCO (2019), AI is among the fields which will be utilized to achieve 

sustainable development goals in an efficient way.  

The first and second research questions give an overview of the experiences and 

viewpoints of stakeholders in higher education institutions on the use of AI in higher education 

generally and the potential uses of AI in teaching and learning. These questions will shed light 

on the areas where AI can be implemented, providing insights on practical uses and serving as a 

guide for policymakers and educational institutions. Through the research questions and through 

studying the uses of AI in teaching and learning, the contribution of AI to equity and 

accessibility will be studied. This aspect serves to explain how the use of AI in teaching and 
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learning can support all students, regardless of their backgrounds and abilities, through equitable 

and accessible education. This aspect will also aid in achieving SDG4, and specifically SDG 4.3, 

which seeks to provide all people with access to high-quality education and encourage lifelong 

learning opportunities.  
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2. Chapter Two: Literature Review 

 In this chapter, a review of the literature on AI and its use in education will be presented. 

The literature review section sheds light on the existing literature on the topic, which aids in 

identifying the gap and in identifying challenges in the current research. The section is organized 

as follows: What is Artificial Intelligence, Artificial Intelligence in Education, Artificial 

Intelligence in Higher Education, Artificial Intelligence Applications in Teaching and Learning( 

Chatbots and digital assistants, Adaptive and Personalized Learning, Automated Grading and 

Feedback, Emotional AI), Artificial Intelligence for Equity and Accessibility, Artificial 

Intelligence in Education in Africa, Artificial Intelligence in Egypt, AI and Ethical 

Considerations, and the Literature Review Conclusion. 

A list of key phrases and words that will be used to search a database was identified and 

used as a search strategy. The terms and phrases used were artificial intelligence in education, 

artificial intelligence in higher education, artificial intelligence to achieve equity and 

accessibility, artificial intelligence in Egypt, artificial intelligence in Africa, what is artificial 

intelligence, artificial intelligence in teaching and learning, and emotion AI in education. 

Moreover, a bibliographic search of the literature was used to find more literature where the 

references of relevant articles were searched for additional relevant articles. Google, Google 

scholar, the American University in Cairo library database, and ERIC (Education Resources 

Information Center) were used to search for the literature. After finding the relevant literature, 

the literature was categorized into topics based on findings from the literature review and was 

used accordingly.   

 The literature review is presented using a general to a specific approach, through the 

categorization that was utilized in the literature search. Accordingly, the literature review starts 
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off broadly with the definition of AI, then how AI is used in education, after that how it is 

explicitly used in teaching and learning, then how it is used to achieve equity and accessibility, 

and then moves to how AI used in education in Africa, then in Egypt, in education, and 

concludes with ethical considerations to AI implementations. This is relevant to the research 

questions since the questions aim to understand the uses of AI in education, specifically in 

teaching and learning, as well as how it can or cannot be used to achieve equity and accessibility.  

2.1 What is Artificial Intelligence?  

AI is the development of systems that would necessitate advanced human intelligence to 

perform tasks requiring a high degree of “inference, deduction, and perception” (Aldosari, 2020, 

p.145). It refers to intelligence displayed by machines rather than people. A significant difference 

between humans or animals and AI is that human or animal intelligence encompasses awareness 

and emotions, whereas AI lacks these characteristics (August et al., 2021). Luckin (2017) added 

that AI is the capacity of computer systems to act in ways that we would consider human. August 

and Tsaima (2021) defined AI as the study of how to make computers accomplish activities that 

appear to need intelligence when performed by people. This broad concept of artificial 

intelligence includes machine learning and deep learning.  

Machine learning is a subset of AI, and it entails the use of algorithms that can recognize 

patterns in data, learn from those patterns, improve over time, and draw conclusions when 

presented with new information (Ramlakhan et al., 2022). So basically, machine learning is a 

technique that allows computers to learn from data via the use of algorithms. According to 

Mitchell (1997), depending on the type of learning task, machine learning algorithms can be 

supervised, unsupervised, or reinforcement-based. Training a model on a labeled dataset, where 

the desired result is known for each input, is referred to as supervised learning. While 
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reinforcement learning includes learning via trial and error while getting input from the 

environment, unsupervised learning involves identifying patterns and structures in unlabeled 

data. Deep learning is a subset of machine learning. Deep learning is a type of machine learning 

that uses artificial neural networks to learn (Janiesch et al., 2021). According to LeCun et al. 

(2015), deep learning has demonstrated to be particularly successful in tasks that demand 

hierarchical models for the data as well as those that require processing vast volumes of 

unstructured input, such as pictures, audio, and natural language. 

There are two types of AI: narrow (weak) AI and general (strong) AI. Narrow AI or weak 

AI is used to perform one specific, specialized task and is the most common type of AI used now 

(Bartneck et al., 2020). On the other hand, general AI, or strong AI, is used to construct 

machines that can use cognitive reasoning and think in the same way as humans (Bartneck et al., 

2020). The latter is where the field of AI aspires to reach.  

 In this research, AI will be operationally defined as creating systems that require a high 

level of human intelligence and act in human ways in the education sector.  So, in other words, 

AI will be defined as a research paradigm for which we try to mimic human intelligence and 

invent that intelligence into the machine. So, we’re trying to make the machine think like a 

human and make decisions like a human.            

2.2 Artificial Intelligence in Education  

AI has already been popular in the corporate sector, but now it is gaining popularity in 

the education sector, both in teaching and learning and overall campus management (Dhawan & 

Batra, 2021). The origins of AI are traced back to a workshop hosted by John McCarthy at 

Dartmouth College in the United States in 1956. He used the phrase artificial intelligence for the 

first time when explaining that a computer can be built to replicate any part of learning (Pedró, 
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2020). On the other hand, Luckin et al. (2016) argue that it is since 1970 that AI has been in the 

field of education and has been focused on creating computer programs that allow for 

individualized learning and creating automated evaluation and feedback. This shows that AI is 

nothing new and has been there for ages; the term just became more known and received 

propaganda around it. 

Moreover, Miao et al. (2021) already established a UNESCO Artificial Intelligence and 

Education Guidance for Policy-makers in order to guide policy-makers to better understand the 

potential and implications of AI for teaching and learning and create policies for their institution. 

This document was also done in order to ensure that the use of AI in educational contexts 

actually aids in the achievement of SDG 4: Ensure inclusive and equitable quality education and 

promote lifelong learning opportunities for all. This UNESCO guidance aims to help policy-

makers better understand the potential and implications of AI for teaching and learning (Miao et 

al., 2021). According to the document, providing low-cost models for developing AI 

technologies, ensuring that the interests of low- and middle-income countries are represented in 

meaningful discussions and decisions, and building bridges between these countries and those 

with more advanced AI implementation are all necessary if AI is to support SDG 4 (Miao et al., 

2021). However, this document doesn’t take into consideration different contexts and countries 

with different resources than others.  

2.3 Artificial Intelligence in Higher Education 

AI-driven systems and technology have enormous potential to change the way higher 

education institutions worked in the past (Dhawan & Batra, 2021). Dhawan and Batra (2021) 

added that according to the United States (US) Education Sector Report, the growth of AI in the 

education sector in the US is expected to grow by around 48% from 2018 to 2022. In a report, 
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Baker and Smith (2019) stated three angles to address AI technologies: “learner-facing, teacher-

facing, and system-facing AIEd” (p.11). Learner-facing refers to software that students utilize to 

study a particular subject, teacher-facing refers to automating functions like administration, 

evaluation, feedback, and plagiarism detection to assist teachers and minimize their effort and 

help them learn about the student’s learning progress, and system-facing refers to technologies 

that deliver institutional-level information to administrators and managers (Richter et al., 2019).   

AI can be used in higher education institutions to enhance the student’s learning 

experience, reduce drop-out rates, and create a personalized learning environment for students 

(Pedro, 2020). Microsoft Education Transformation Framework (ETF) for Higher Education 

offers hands-on guidance to develop a well-rounded digital transformation strategy for higher 

education institutions (Papaspyridis, 2020). The EFT incorporates four main pillars in which AI 

can successfully be integrated to ensure efficient and effective outcomes in the institution; 

student success, teaching and learning, secure and connected campus, and academic research. 

The three pillars of student success, secure and connected campus, and academic research will be 

briefly discussed in this section, while teaching and learning will be discussed in the following 

section since more emphasis will be put on them as it is the core of the research.  

 Student success relates to student recruitment and retention and connecting with students 

through lifelong relationships (Papaspyridis, 2020). According to Pedró (2020), AI can provide 

projection tools for admission decisions and dropping-out scenarios. Tsai et al. (2020) were able 

to predict students with a high risk of dropping out and the reasons for dropping out to intervene 

and provide solutions. Another example is FLEXA, which was developed by MIP Politecnico di 

Milano Graduate School of Business and Microsoft and assisted students in identifying their 
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development areas in skills required between their career goal and their current state 

(Papaspyridis, 2020).   

A secure and connected campus denotes the idea of managing the campus resources 

efficiently and effectively and providing a safe and smart campus life (Papaspyridis, 2020). AI 

would facilitate campus life and transform into a smart campus since managing and controlling 

campus facilities and human resources and finance tasks will be automated (Dhawan & Batra, 

2021). Virtual assistants and chatbots can deliver “faster, personalized, cost-effective, and 

efficient solutions at the admin desk” (Dhawan & Batra, 2021, p 14). AI can also be used to 

facilitate human resource and finance tasks.  For example, administrators can use Stellic for 

financial forecasting and planning. The tool helps them to determine the demand for any given 

course. Like cloud and other technology, shared resources can help bring down costs.  

Academic research relates to allowing researchers to complete their research using an 

effective computing environment to eliminate any constraints and collaborate with researchers 

globally (Papaspyridis, 2020). Through the use of AI, data can be processed more easily. It can 

help researchers carry out their studies by creating and analyzing surveys or even conducting 

interviews and identifying fabricated data (Dhawan & Batra, 2021). 

2.4 Artificial Intelligence Applications in Teaching and Learning 

Teaching and learning in AI refer to building AI tools to empower academics and 

students to reach their full potential through collaborative learning, learning management, and 

learning spaces (Papaspyridis, 2020). Over the last 30 years, the development and adoption of 

new technologies in teaching and learning have grown (Popenici & Kerr, 2017). While earlier 

attempts to integrate AI in education considered using AI to replace the teacher, the direction 

currently being taken by institutions is that AI in teaching and learning is being used to aid 



18 
 

teachers rather than replace them (JISC, 2021). AI will never replace teachers. Teaching is a very 

complicated and comprehensive activity that requires not only the dissemination of information 

but also the development of social and emotional skills; thus, AI is unlikely to completely 

replace teachers and instructors (Kolchenko, 2018). Moreover, Chan and Tsi (2023) agree and 

stated that in their study on the “future role of educators in the face of advancing AI 

technologies,” they concluded that the majority of participants contend that human instructors 

are irreplaceable because they have special abilities including critical thinking, creativity, and 

emotions, despite some participants' beliefs that AI would someday replace teachers. The study 

also emphasizes the value of social and emotional skills acquired via interactions with others, 

which AI systems cannot yet reproduce (Chan & Tsi, 2023). According to the research, 

instructors may successfully incorporate AI to improve teaching and learning without 

considering it to be a substitute, and in order to achieve this, instructors must cultivate AI 

literacy, comprehend how AI may effectively collaborate with teachers and students while 

avoiding possible pitfalls, and handle relevant problems like data protection, ethics, and privacy 

(Chan & Tsi, 2023). Among the uses of AI in teaching and learning is the use of chatbots and 

digital assistants, adaptive and personalized learning, feedback, automated grading, and 

emotional AI, which will be discussed below.  

Chatbots and digital assistants 

 Chatbots and digital assistants are two closely related technologies used interchangeably 

(JISC, 2021). As evident from their name, chatbots, and digital assistants are virtual teaching 

assistants that can answer students’ inquiries without any human intervention (Popenici & Kerr, 

2017). Moreover, the increasing number of students, class sizes, expenses, and financial 

demands on institutions make the employment of chatbots a highly compelling solution 
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(Popenici & Kerr, 2017). Chatbots are used to give information, imitate learning, mentor, assist, 

encourage, scaffold, and assess learners (Southgate, 2020). However, chatbots can still be 

frustrating to students if it is not designed smart enough and thus do not lead the student in the 

direction they want. An example of a chatbot is the University of Edinburgh’s TeacherBot or 

TwitterBot. In the University of Edinburgh, a TeacherBot was developed to interact with MOOC 

students through Twitter (Bayne, 2015). It was used to engage students with the course on twitter 

and take the MOOC a step further than the traditional MOOC experience. As an experimentation 

bot, it succeeded: TeacherBot replies played jokingly and quickly throughout the social 

conversations on Twitter, inspiring contemplation on course themes that were frequently fairly 

profound and led to generative misunderstandings (Bayne, 2015).  

 Another chatbot example that recently surfaced all around the world is ChatGPT. 

ChatGPT is a chatbot technology that allows people to have chats with a machine that is intuitive 

and human-like through language processing techniques. Users can communicate with a 

computer in a manner that mimics speaking to a real individual using ChatGPT (Halaweh, 2023). 

Students have been using ChatGPT to write them essays, generate codes, solve mathematical 

solutions, and many others (Halaweh, 2023). With the tool being free, it has made its way into 

higher education, and recently there has been a growing interest in best practices for using 

ChatGPT in higher education (Halaweh, 2023). Popenici and Kerr (2017) stated that digital 

assistants could provide an adaptive learning experience to students, which will be highlighted in 

the following paragraph. This shows the integration between two AI tools, chatbots and adaptive 

personalized learning, which would be very useful in online, independent learning. 
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Adaptive and Personalized Learning  

Adaptive learning or intelligent tutoring systems (ITS) is a virtual learning environment 

that adjusts teaching and learning methodologies and resources to individual learners' skills and 

requirements (Luckin et al., 2016). To enable the system to make appropriate judgments about 

what learning content to deliver to the student, several current ITS incorporate machine learning 

techniques, self-training algorithms based on big data sets, and neural networks (Luckin et al., 

2016) to adjust the rate, order, or amount of learning based on the student (JISC, 2021).  

Adaptative learning offers a personalized learning experience to the student, identifying 

each student’s proficiency level and providing them with activities and assessments relevant to 

them (Baker, 2021). Additionally, Calatayud et. al (2021) explained how teachers could combine 

a customized system that includes self-assessment for the disabled and non-disabled to self-

assess themselves through adaptive learning AI systems and adjust the learning and materials 

accordingly. I think adaptive and personalized learning offers a major advantage to students and 

helps in creating equity since all students get to achieve the same learning objectives based on 

their own level and ability.  

     Examples showcasing the use of AI in teaching and learning are through adaptive 

learning systems, AI-assisted marking and feedback, chatbots, and virtual teaching assistants 

(JISC, 2021). For example, at Arizona State University, experts have started using CogBooks. 

This adaptive learning system replaces the traditional textbook and provides a personalized 

learning experience to the student (JISC, 2021). Students’ passing rates improved by 24%, and 

the dropout rates were cut down by 90% (JISC, 2021). Other examples of adaptative learning 

systems include but are not limited to TSAL (Tseng et al., 2008) and WELSA (Popescu, 2010), 

which are adaptive learning systems designed to support different learning styles. These are 
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examples of systems that integrate several AI tools in one; adaptive learning, automated 

feedback and grading, and responses using chatbots.  

An example of an intelligent tutoring system is Jill Watson. Watson is a virtual teaching 

assistant that aims to boost student achievement and engagement by combining AI technologies 

built on IBM's Watson platform with specialists from Pearson Education (JISC, 2021). Watson 

uses the chat to create an engaging conversation that mimics a skilled human instructor's 

questions and replies that are tailored to this student, which allows them to learn at their own 

pace (JISC, 2021). This is an example of using a chatbot to achieve a personalized and adaptive 

learning experience for students. These examples can serve as a gateway for students to have 

access to higher education learning that doesn’t have to take place in a physical institution. It can 

be a replacement for traditional higher education, and more people can have access to it.  

Automated Grading and Feedback 

AI is being used to grade students automatically. August and Tsaima (2021) noted how 

the use of the autograder program is used to evaluate student work without human involvement. 

This tool assesses and marks writings in addition to scoring multiple-choice tests. In a study, the 

outcomes of auto-graders can range from binary (correct/incorrect) to generalized input (August 

& Tsaima, 2021). Haddawy et al. (2010) demonstrated in their research how an AI and virtual 

reality system was used for automatic grading. They described how the system evaluates 

dentistry students' proficiency based on their motions using a video monitor and haptic device, 

calculates their ratings in accordance, and classifies them as novices or specialists. (Haddawy et 

al., 2010).  

Additionally, Gradescope, a tool that helps instructors save time and effort, is now being 

used by 500 higher education schools, according to Akgun and Greenhow (2021). If students 
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submit assignments on paper, Gradescope digitizes them, links each submission to the student's 

ID number on the learning management system, and then the teacher marks according to the 

question rather than the student. (Brennen, 2020). Gradescope uses artificial intelligence to 

assess each question and similar group answers. The teacher then constructs a rubric that assigns 

the complete mark to the correct group and partial or no credit to others (Brennen, 2020). 

However, I think this can limit students’ creativity and ends up producing similar people in the 

end.  

In Gardner et al. (2021), the automatic essay-scoring AI system was described. The use 

of automated essay marking has been prevalent in large-scale summative assessment programs 

like the SATs. (Gardner et al., 2021). Furthermore, automatic essay scoring AI tools are used to 

create a review, saving time and money, according to Braiki et al. (2020). The process begins 

with the instructor manually grading several practice essays. The system then learns from this 

grading, which is a type of machine learning. It then assesses the essays of the students based on 

the frequency of work, the vocabulary used, length, and grammar, translating this evaluation into 

a score. (Braiki et al., 2020). This is how edX, an online course provider, created its own 

automatic essay scoring system, the Enhanced AI Scoring Engine, to make machine grading 

more human-like because it resembles the marking of real teachers. The primary objective, 

according to the writers, is to develop an automatic lecturer who can remark on and provide 

feedback on many writings, leading to better initial assessments being done at a quicker rate. 

(Braiki et al., 2020). I believe that this could be effective with online learning that has a large 

number of students and no synchronous teacher presence; however, in a regular classroom, this 

would make the students answer according to a model and not according to what they want. 

Also, the model answer might not recognize an answer, even if it is correct, since it might not 
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include all data. Additionally, the empathy of the instructor in grading an assignment will be lost 

in the process.  

Several studies provided insight into how AI supports feedback. When an instructor has a 

large number of students, AI can help them by automatically allowing them to provide 

continuous and quick input. (Calatayud et al., 2021). The use of AI could facilitate and support 

the ongoing feedback systems that are crucial to learning, Jain et al. (2014) added. Additionally, 

Gardner et al. (2021) noted that individualized formative assessment is the most beneficial form 

of learning feedback for students in any learning context, particularly in the context of MOOCs 

and other online learning environments where many students are enrolled at once. 

Baker (2021) used his research to demonstrate the idea of using AI to give homework-

based feedback. According to him, in the past, students would bring their homework to class, 

give it to the instructor, who would then mark it and give it back to the student, delaying the 

feedback process. However, statistics from homework tools are now available to instructors in 

real-time. This suggests that instructors may identify which students are struggling and which 

subjects students find challenging in general even before class even starts, allowing the teacher 

to modify the instruction and material in accordance (Baker, 2021), which I believe would be an 

effective way that would benefit the students academically. 

Emotional AI  

 Emotional AI is being used by Education Technology businesses to measure social and 

emotional learning (McStay, 2019). Affective computing is a field of study that focuses on 

building systems and devices that can detect, recognize, and interpret human emotions (Pabba & 

Kumar, 2021). Affective computing is among the AI technologies that are utilized to construct 
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autonomous engagement monitoring systems that track and report student engagement levels by 

analyzing nonverbal signs without the need for human intervention (Pabba & Kumar, 2021).  

In a study conducted by Sharma et al. (2019), the researchers created an AI system to 

detect student engagement through their eye and head movements and facial emotions using the 

laptop camera in an e-learning scenario. The results showed that the AI tool could correctly 

identify when the student was very engaged or when a student was not engaged (Sharma et al., 

2019). However, in some rare instances when the students had their faces covered with their 

hands, the system couldn’t detect the information (Sharma et al., 2019). Pabba and Kumar (2021) 

also conducted a study where they created a system to monitor student engagement both online 

and offline through their facial expressions and their affective states. The authors used six 

affective states in their study, which are “bored, confused, focused, frustrated, yawning, and 

sleepy” (Pabba & Kumar, 2021). Another study also confirmed how a teacher could recognize if 

a student is bored, frustrated, or facing difficulties and provides them with a personalized activity 

or assessment of their reported behavior (Baker, 2021), which combines emotion AI and 

adaptative and personalized learning.  

The authors concluded that the results of the system were very promising and that the 

tool can be used to effectively track students’ engagement and make the appropriate changes in 

the lesson to achieve the learning result and enhance engagement (Pabba & Kumar, 2021). 

However, while the results were promising, there are huge privacy concerns. Also, if students 

consented to its use, there are still cues that the tool might not detect, especially for students with 

a certain disability, such as ADHD, since there will always be a spectrum, and thus, the tool 

might not be able to detect a certain motion or expression.  
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2.5 Artificial Intelligence for Equity and Accessibility  

Developing AI systems has been promised to improve equity in education and close the 

achievement disparities among diverse groups of students (Holstein & Doroudi, 2021). 

Moreover, Popenici and Kerr (2017) added that AI systems that use machine learning algorithms 

might serve individuals of all abilities, which moves higher education institutions into a new era. 

With Sustainable Development Goal 4, which seeks to provide all people with access to high-

quality education and encourage lifelong learning opportunities, AI is being utilized to ensure 

that all students have equal access to education by giving marginalized people and communities, 

including the disabled, refugees, those who have dropped out of school, and those who live in 

isolated areas, with adequate learning opportunities (UNESCO, 2019). UNESCO (2019) also 

added that when it comes to establishing policies for AI in education, equity and inclusion should 

be top priorities. In doing so, governments should proactively create policy solutions that aim to 

narrow the digital divide in developing countries. For example, in Bangladesh, the government 

created digital centers that are no more than 4 kilometers from every citizen (Chowdhury, 2022). 

Moreover, in Uruguay, Plan Ceibal, an initiative created in order to provide “one laptop per 

student” and to provide internet access, was introduced as an educational initiative to digitize 

education but then became a social equity plan for the country (Pombo et al., 2018). This 

initiative came because, in Uruguay, only the elite and more privileged had access to devices and 

the internet (Pombo et al., 2018).  

An example of using AI to achieve accessibility is IBM’s Simpler Voice: Overcoming 

Illiteracy Project is an example of an AI tool that aids in accessibility in which adult learners 

who are illiterate or have limited reading abilities in navigating texts with more ease get help by 

having the text translated to them and by having the content provided to them through images or 
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simple spoken words, which assists people in overcoming severe challenges in their daily lives 

(UNESCO, 2019).  

On the other hand, there is a wide range of challenges in using AI for equity and 

accessibility. Fairness, accountability, and transparency in AI systems have increased attention in 

high-stakes situations (Holstein & Doroudi, 2021). Holstein and Doroudi (2021) added that 

poorer areas usually have limited access to technologies than the rich, and even if they get access 

to it, the technology assumes that all students speak the same language and at the same 

proficiency level, which leaves the non-language speakers at a disadvantage. The majority of AI 

technologies used in education demand a certain level of technical proficiency and linguistic 

abilities. In light of this, AI may increase rather than ameliorate gaps in education for 

marginalized populations, between the affluent and poor, between able-bodied and disabled 

students, and between those who have access to dependable internet infrastructure and those who 

do not (Biggs et al., 2018). Moreover, since human intelligence is at the heart of some AI-

powered technologies, particularly digital assistants, they answer to requests depending on the 

data they've been given, so if the data the algorithm was trained on is biased, then the outcome 

will be biased as well (Dhawan & Batra, 2021). As highlighted by Dhawan and Batra (2021), in 

2016, Microsoft developed Tay, a Twitter chatbot that had to be pulled down within 24 hours of 

its launch owing to racist, sexist, and other offensive content. Tay was created to mimic a young 

American millennial female in order to do research on conversational understanding by casually 

conversing with millennial Twitter users; however, users started tweeting racial and offensive 

content, and as a result, Tay, also tweeted back with racist, sexist, and offensive content, causing 

Microsoft to shut It down within 24 hours (Suárez-Gonzalo et al., 2019). It is problematic to 

disregard differences when designing an AI tool or software, so collecting a representative 
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sample is essential to avoid algorithm bias (Baker & Hawn, 2021). However, this raises the issue 

of how much data is enough data? “Three core categories have received most of the attention 

from researchers in a study by Baker & Hawn (2021): race/ethnicity (but not indigenous 

learners), gender (but not non-binary or 22 transgendered students), and nationality (for a small 

number of nationalities; in terms of learners’ current locations)” (Baker & Hawn, 2021, p. 21-

22).  

The UNESCO (2021) report providing guidance for policymakers on AI in education, 

highlights the potential of AI to promote equity, inclusion, and accessibility in education. AI-

based solutions can provide personalized learning experiences that cater to the unique needs and 

abilities of every student as well as help address educational barriers faced by marginalized and 

disadvantaged groups, such as language barriers, disabilities, and socioeconomic status 

(UNESCO, 2021). However, the report also highlights the potential risks of AI in reinforcing 

existing biases and inequalities. To ensure the responsible use of AI in education, the report 

emphasizes the need for ethical considerations and stakeholder engagement in the development 

and implementation of AI-based solutions (UNESCO, 2021). Policymakers and stakeholders 

must prioritize equity, inclusion, and accessibility to maximize the potential of AI in promoting 

equitable and inclusive education. 

2.6 Artificial Intelligence in Education in Africa  

According to an article that showcases a thorough assessment of empirical research on AI 

in education published between 1993 and 2020, no countries present in Africa participated in AI 

research (Zhang & Aslan, 2021). UNESCO (2019) highlighted two AI systems that are used in 

Africa; M-Shule in Kenya and Daptio in South Africa. M-Shule is a digital application that 

administers its courses via SMS to students based on the national curriculum standards and 
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adjusts the lesson to each student's skills and abilities using AI technology, then records and 

evaluates student achievement, providing insights and recommendations to parents and teachers 

(UNESCO, 2019). Similar to M-Shule is South Africa’s Daptio. Daptio leverages AI to assist 

students, mentors, and teachers in determining each student's competence level and then matches 

the student with the appropriate content, giving them a personalized learning experience 

(UNESCO, 2019). While Africa is still on its way to implementing AI, I think that more 

initiatives and support are needed to encourage research and development of AI tools; since 

Africa mostly consists of developing and underdeveloped countries, so more support would be 

needed for them to catch up with the AI boom. 

2.7 Artificial Intelligence in Egypt  

In this section, AI is discussed based on its availability and awareness level in Egypt, not 

on AI’s use in education in Egypt. In 2019, the Ministry of Communication and Information 

Technology in Egypt created the National Council for Artificial Intelligence (NCAI), partnering 

with governmental organizations, academics, and AI businesses to form Egypt’s national AI 

strategy with the aim to utilize AI to accelerate the process of achieving Egypt’s developmental 

goals, and especially the United Nations’ Sustainable Development Goals (NCAI, n.d). 

Moreover, in tandem with Egypt’s AI strategy, Dell Technologies, in collaboration with the 

Ministry of Communications and Information Technology, announced a new initiative to teach 

students from five higher education institutions (American University in Cairo, German 

University in Cairo, Cairo University, Ain Shams University, and the Arab Academy for Science 

and Technology) about AI and its applications (Alaa El-Din, 2022). In this program, Dell will 

offer data science and big data analytics workshops as well as solve a case study on AI and its 

applications (Alaa El-Din, 2022). This initiative will build capacity for AI educators, and Dell 
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will make use of it by implementing the 'Train the Trainers Program,' which will give training 

sessions for university professors on various technological areas related to AI, as well as a 

competition to choose the best three projects conducted by the students in this academic year 

(Alaa El-Din, 2022).  

AUC has already started exploring the use of AI in teaching and learning. The Center for 

Learning and Teaching (CLT) at AUC, which is a service center for AUC faculty, has already 

published “Artificial Intelligence - Resources for AUC Faculty” in order to help faculty members 

understand and deal with AI tools, and especially ChatGPT which is impacting education (CLT, 

n.d). Moreover, the digital transformation team developed "Digi-Bot," which is a chatbot created 

to facilitate digital transformation within the university and provide students, faculty, and staff 

with a more streamlined and efficient way to access information and services (AUC, 2020).  

With the increased appeal of artificial intelligence in the world and in Egypt and based on 

a systematic general to a specific approach to conducting the literature review using specific 

search strategies mentioned above, no to little literature exists regarding the application of AI in 

higher education institutions in Egypt and how this will transform the future of it. 

2.8 AI and Ethical Considerations  

 AI use raises ethical concerns and challenges. According to Luckin (2017), a substantial 

amount of user data and information must be gathered in order to develop an assessment-focused 

AI application. Additionally, Akgun and Greenhow (2021) added four main ethical challenges 

when applying AI to education; “privacy, surveillance, autonomy, and bias and discrimination.” 

Privacy concerns are related to information that students, instructors, and other educators 

disclose online, which can then be used by businesses in ways the students are unaware of. 

Surveillance issues are raised because of the constant surveillance and observation of students' 
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actions which makes the students feel unsafe and prevent them from participating in class or 

taking ownership of their ideas. Concerns about autonomy are expressed because students are 

unable to make their own decisions; instead, the system decides what is best for the student.  

Finally, bias and discrimination concerns are made by the tool itself, such as gender bias when a 

term is translated from another language, and it becomes feminine or masculine or racial bias 

when a face recognition tool fails to identify a particular race. (Akgun & Greenhow, 2021). 

2.9 Literature Review Conclusion 

 After a review of the literature on the use of AI in education, I think AI will continue to 

grow and make its way into the education system. Chatbots and digital assistants can save time 

and resources for both instructors and students in higher education; however, little was said 

about how it can also be time-consuming for students to use if it’s not smart enough and keeps 

directing the students to irrelevant information. Moreover, providing an adaptive and 

personalized learning experience can allow the students to achieve the learning outcomes better 

and according to their own level and pace, which I see is the most advantageous and has little to 

no limitation to use, except its development. Automated grading and providing feedback can 

serve both the faculty members and the students by saving time and adjusting the lessons 

accordingly, yet there needs to be a lot of consideration on how automated grading and feedback 

can be used in questions that are open-ended since this can limit creativity. Lastly, emotional AI 

can provide faculty members with the necessary information to make the lesson engaging and 

provide the students with a better learning experience, yet a very problematic concern here is 

students’ privacy and surveillance concerns.   

The literature addressed different uses on how AI can be used in teaching and learning, 

but can these uses be applied to the Egyptian context, or would AI be used in higher education in 
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Egypt in a different way? Contextualizing the use of AI in higher education in Egypt is one of 

the knowledge and research gaps that this study aims to explore. Moreover, with the initiative 

from the Egyptian government in agreement with the five universities which aim to build 

capacity in AI, there is a gap in knowledge in how these policies are going to affect the higher 

education industry and how AI can be applied to teaching and learning. Moreover, regarding 

equity and accessibility, while ideally, equity and accessibility in higher education are needed, I 

think there are still many challenges to how this can be applied and implemented. Also, different 

contexts would respond differently to such concerns; a developed country cannot be compared to 

a developing country in this aspect since the conditions and resources are different. 
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3. Chapter Three: Theoretical Framework 

Venkatesh, et al. (2003)’s Unified Theory of Acceptance and Use of Technology 

(UTAUT) model was chosen since its domains were more fitting than other technology adoption 

models. Some models lacked important domains, while others had extra unnecessary domains. 

The UTAUT model consists of four main domains, performance expectancy, effort expectancy, 

social influence, and facilitating conditions, which were applied in this research. These four 

domains serve as determinants for the individual’s intention to adopt the technology. The model 

also has four variables that might have an impact on the four main domains; these variables are 

gender, age, experience, and voluntarism of use (Venkatesh et al., 2003). For example, age can 

affect whether a person adopts a technology or not. Moreover, experience can affect technology 

adoption since someone with a vast experience might be ready to adopt new technologies while 

those with little experience might be more hesitant. This model serves as a model that integrates 

the eight previous technology adoption models, so it is a built-on and improved version of 

previous models such as the Technology Acceptance Model (TAM) by Davies (1989, as well as 

TAM 2 and TAM3. This model serves as an aid to determine the likelihood that the individual 

will adopt a technology (Slepankova, 2021). The ability of UTAUT to explain technology 

acceptance and usage in a variety of contexts and settings is one of its strengths. It has been used 

with numerous platforms, such as cell phones, social media, e-commerce, and medical 

equipment, and it has also been applied in developed and developing countries (Venkatesh et al., 

2003). The model can be seen in Figure 1 below:  
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Figure 1 

The Unified Technology Acceptance and Use of Technology theory (UTAUT)  

 

Note. The figure explains the UTAUT model with all its domains that lead to usage behavior. 

Adapted from “User Acceptance of Information Technology: Toward a Unified View,” by V. 

Venkatesh, M. Morris, G. Davis, and F. Davis, 2003, MIS Quarterly, 27(3), p. 477. 

Performance expectancy, which is the first domain in the UTAUT model (Venkatesh, et 

al., 2003), is the level to which users anticipate that the technology will assist them in achieving 

their objectives or enhancing their performance (Venkatesh et al., 2003). This is considered the 

strongest indicator of technology adoption (Venkatesh et al., 2003). For this research, this would 

refer to viewpoints listed by faculty members in relation to the use of AI in teaching and learning 

and how it can lead to a better performance as a faculty member in a higher education institution. 

This will shed light on the research question on faculty perspectives on the use of AI in higher 

education in Egypt in teaching and learning.  

The second domain, effort expectancy, refers to the degree to which individuals 

anticipate the use of the technology will be simple and effortless, so the ease of use (Venkatesh, 

et al., 2003). This will be related to the faculty's viewpoints on the ease of use of AI in their 
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institution, this will also shed light on the research question on faculty perspectives on the use of 

AI in higher education in Egypt in teaching and learning.  

Social influence, the third domain, is the extent to which a person believes that others 

should use the new system (Venkatesh et al., 2003). For this research, it will be related to how 

social influence leads to increased use of AI and how the use of AI can achieve equity and 

accessibility since it will refer to the faculty believing that those at a disadvantage will or will not 

benefit from the use of AI. While the aspect of equity and accessibility could have a domain on 

its own in future technology adoption models, this domain seemed the most fitting. This will 

highlight findings on the research question of how AI could be used in teaching and learning in 

higher education to achieve equity and accessibility in Egypt. 

The fourth and final domain, facilitating conditions, is the degree to which users believe 

that the necessary resources and support are available to use the technology (Venkatesh et al., 

2003). This domain has a direct influence on the willingness to use the technology; however, 

after it has been used, there is no influence, so as a result, the model indicates that facilitating 

conditions have variables affecting the willingness to use the technology (Venkatesh, et al., 

2003).  In the case of this research, it refers to the faculty viewpoints on higher education’s 

readiness to adopt AI technology in their teaching and learning, and this refers to whether they 

have the resources and infrastructure for it.  

For the aim of this research, perceived risk (Bauer, 1960) was borrowed and integrated 

into this model as a fifth domain. Bauer (1960) defined perceived risk as the level of uncertainty 

and potential negative consequences that a consumer associates with a particular purchase 

decision. While this is mainly used in marketing, it will be used in this study to refer to the risks 

and ethical considerations associated with the use of AI in higher education since this is a major 
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factor that can affect the adoption of AI. This relates to all research questions since it is an 

important challenge on adopting AI in higher education. 

Overall, while the model is relevant to technology adoption and fits the use of this study, 

perceived risk has been added as a new domain. Moreover, equity and accessibility were put 

under social influence, but they could have added a new domain on their own. Thus, in the 

future, suggestions could be added to the model.  

The domains created in the new proposed framework were used to code the data and put 

them into themes. Additionally, there were used to guide the findings and the discussion 

sections.   
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4. Chapter Four: Research Design and Methodology 

4.1 Research Approach  

This research followed a phenomenological approach, one of the qualitative research 

strategies of inquiry. This study technique was chosen because it would assist in giving more 

significant and in-depth insights into the artificial intelligence phenomenon and the faculty 

experiences and viewpoints on the use of AI. According to Plano and Creswell (2015), 

qualitative research aims to explore a specific phenomenon by examining a person’s experience 

and point of view, which is why phenomenology has been selected since phenomenology seeks 

to understand the essence of a lived experience (Creswell & Poth, 2017). In this research, 

experience is defined based on John Dewey’s definition, which is the development of organism-

environment relationships (Acampado, 2019). He describes it as being socially focused, 

conversational, and unified (Acampado, 2019). Experience is constantly different because new 

interactions take place every time an organism interacts with its surroundings (Acampado, 2019). 

In the case of this research, this is contextualized as the faculty members in higher education 

institutions and their environment in AI uses and applications and their perspective on it. 

Moreover, in Acampado (2019), Dewey explained attributes of experience as “dynamic, unified, 

communicative, historic and socially oriented” (p.1). Experiences are different from one person 

to another and are always changeable depending on the new and fresh interactions between the 

person and the environment. 

Building on this approach, this research studied the lived experience of stakeholders and 

their viewpoints of AI in their environment. The research was conducted via semi-structured 

interviews on their experience on the use of AI and whether and in what ways AI might be used 
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to create equity and accessibility in higher education. The stakeholders are from five Egyptian 

universities and are all faculty members.  

The questions for the interviews are guided by the topics mentioned in the literature 

review about how AI is used in teaching and learning and how it can create equity and 

accessibility.                 

4.2 Data Collection Methods  

One-on-one semi-structured recorded interviews were utilized in this research project. 

One-on-one interviews were used in order for the researcher to understand the point of view of 

the interviewee in-depth (Plano & Creswell, 2015). Open-ended questions were asked to the 

interviewees, and the interviewer built on the respondents’ answers. The questions were guided 

by the topics of how AI is used in teaching and learning in higher education, which is mentioned 

in the literature review section. This type of data collection method allows the researcher to gain 

useful information in a study that cannot be observed (Plano & Creswell, 2015). Moreover, 

researchers have control over the information in interviews because they can ask specific 

questions to get the right information. The interviews were recorded, contingent upon the 

interviewee’s approval, and the researcher also took notes. The interviews were all transcribed 

word by word.    

Site  

Depending on the interviewee’s convenience, the interviews were either conducted on-

site or via Zoom. Six interviews were conducted via Zoom, and nine interviews were conducted 

face-to-face. If time and resources allowed, the priority would have been to conduct all 

interviews face-to-face on the university’s site. This approach would allow the researcher to 

study the body language of the interviewee and allow them to interact better with them; however, 



38 
 

the limitation of time and availability made this difficult. So alternatively, if time and resources 

were limited, the interviews were conducted via Zoom. This approach saved time, but, in this 

case, to me, it lost the essence of the human interaction between the interviewer and interviewee. 

The interviews lasted from half an hour to an hour. The more length, the deeper and richer data. 

Moreover, better rapport was built face-to-face than online since not all interviewees even had 

their cameras on while on zoom, which made the connection and dynamics among interviewee 

and interviewer more challenging.        

The universities chosen to conduct the study are the American University in Cairo, 

German University in Cairo, Cairo University, Ain Shams University, and the Arab Academy for 

Science and Technology. These universities were chosen because they were all part of the 

agreement between the Ministry of Communications and Information Technology and Dell 

Technologies to build capacity in AI in Egypt (Alaa El-Din, 2022). The participants were all 

faculty members.  

Participants 

The sampling strategy used in this study is purposeful sampling. Purposeful sampling is 

when the researcher selects the participants on purpose as they see fit (Plano & Creswell, 2015). 

Hence, this sampling strategy is helpful since the researcher purposefully chose the professors 

whom the researcher sees fit. Moreover, the snowball strategy, which is a type of purposeful 

sampling strategy, was used. Snowball sampling is used when accessing participants with the 

desired traits is challenging (Naderifar et al., 2017). In this strategy, the researcher asked the first 

few interviewees if they knew anyone with similar ideas or circumstances who would be 

interested in participating in the study (Naderifar et al., 2017). 
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The snowball strategy is used since the individuals interviewed would lead the researcher 

and recommend other individuals who will be of use to the study. To begin with, the selection 

was based on the agreement between the Ministry of Communications and Information 

Technology and Dell Technologies. The researcher aimed to reach those who were part of the 

initiative from each university and take it from there through snowball sampling.  

 A range of 1-5 people from each university was selected, comprising 15 one-to-one semi-

structured interviews. Five professors were chosen from AUC, three professors were selected 

from GUC, three professors were selected from AAST, three professors were selected from Ain 

Shams, and one professor was selected from Cairo University.  

The participant’s information is highlighted in the table below. For anonymity and 

confidentiality, their real names have been changed and are referred to as per the names in the 

table 1 below:  

Table 1 

Participants’ Demographics 

Participant University Name Position/Role 

Faculty 1 American University in Cairo 

Professor of Practice, teaches Digital 

Literacy in the core curriculum, and faculty 

member at the Center for Learning and 

Teaching. 

 

Faculty 2 American University in Cairo 

Associate Professor in the Mechanical 

Engineering department. 

 

Faculty 3 American University in Cairo 
Professor of Practice, Director of the Center 

for Learning and Teaching. 
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Faculty 4 American University in Cairo 

Professor at the Electronics and 

Communications Engineering  

 

Department and Associate Dean for 

Graduate Studies and Research School of 

Sciences and Engineering. 

 

Faculty 5 American University in Cairo 

Adjunct Faculty at the Department of 

Educational Studies. 

 

Faculty 6 Ain Shams University 

Professor Emeritus of Computer Science 

and former Vice Dean of the Faculty of 

Computer and Information Sciences. 

 

Faculty 7 Ain Shams University 

Associate professor of Educational Planning 

and Future Studies at the Faculty of 

Education, former Director of the Center for 

Educational Excellence in faculty of 

education, former Director of the Quality 

Assurance and Accreditation Center, and 

former Vice Adviser of Strategic Planning 

and Administrative Planning at Ain Shams 

University. 

 

Faculty 8 Ain Shams University 

Assistant Professor of Curriculum and EFL 

instruction. 

 

Faculty 9 
Arab Academy for Science 

and Technology 

Dean of College of Computing and 

Information Technology, Professor of 

Computer Science, Member of UNESCO AI 
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Ethics Document, Member of Arab League 

of State AI Strategy team. 

 

Faculty 10 
Arab Academy for Science 

and Technology 

Dean of College of Computing and 

Information Technology, Professor of 

Computer Science. 

 

Faculty 11 
Arab Academy for Science 

and Technology 

Academic Head of Departments, College of 

Computing and Information Technology, 

Rapporteur of the National Committee for 

Communication and Information 

Technology, Member of Arab League of 

State AI Strategy team. 

 

Faculty 12 German University in Cairo 

Vice Dean for Academic Affairs . Faculty of 

Media Engineering and Technology, 

Assistant Professor, Faculty of Media 

Engineering and Technology. 

 

Faculty 13 German University in Cairo 

Vice Dean of Student Affairs, Associate 

Professor, Faculty of Media Engineering 

and Technology. 

 

Faculty 14 German University in Cairo 

Lecturer of Computer Science and 

Engineering. 

 

Faculty 15 Cairo University 

Founder and Head of the Egyptian Scientific 

Research Group (SRGE) and a Professor of 

Information Technology at the Faculty of 

Computer and Information. 
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4.3 Data Analysis   

 To begin with, the researcher transcribed the recordings and the notes taken. The notes 

were essential since it helped the interviewer organize the interview in a better way, yet 

transcription provided more accuracy to the findings. Transcription is the procedure of 

transcribing audio recordings or field notes into written text (Plano & Creswell, 2015). Verbatim 

transcription, which is word-for-word transcription, was used. The researcher also used 

automated transcription online software that converts recordings to text automatically for the 

recordings that were in English to speed-up and support the manual verbatim transcription; 

however, it was revised after to ensure accuracy. Moreover, the researcher translated and 

transcribed manually the interviews that were conducted in the Arabic language.  

After that, the researcher scanned over the data to get a general overview of the findings. 

Then, data were coded in order to lead to the following step, which is coming up with themes. 

Coding is a method of identifying text segments, putting an emphasis on them, or highlighting 

them, and then assigning a code that specifies the meaning of the text segment (Plano & 

Creswell, 2015). Moreover, Saldaña (2013) added that coding is the process of identifying and 

labeling segments of meaning in your data with a code, which is defined as "a word or short 

phrase that symbolically assigns a summative, salient, essence-capturing, and/or evocative 

attribute for a portion of language-based or visual data” (p. 3). Deductive coding was used since 

the codes were deduced from the theoretical framework, which is the concepts of performance 

expectancy, effort expectancy, social influence, facilitating conditions, and perceived risks, and 

was then used as the themes.  
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4.4 Quality Parameters 

Lincoln and Guba (1985) initially proposed four criteria to establish trustworthiness in 

qualitative research: credibility, dependability, transferability, and confirmability, which are 

discussed in detail in this section. For this research, the focus is on dependability, transferability, 

and confirmability. 

The first criterion, dependability, refers to the consistency and reliability of the data and 

the interviewee’s assessment and interpretation of the data (Korstjens & Moser, 2018). This was 

achieved by describing the research steps from the beginning of the research through the 

development and reporting of the findings in a clear and concise manner. 

Transferability, the second criterion, is the extent to which the research findings may be 

applied to various contexts or settings with different respondents (Korstjens & Moser, 2018). 

The research achieved this criterion if the results have significance for those who aren't 

participating in the study and readers can connect the findings to their own experiences (Cope, 

2014). This is demonstrated in this research by providing a thick description, which explains the 

context and the environment and improves the capacity to assess the applicability to one’s own 

context (Lincoln & Guba, 1986). 

The third and final criterion, confirmability, refers to neutrality, or the extent to which the 

findings are determined by the respondents rather than by any researcher bias (Korstjens & 

Moser, 2018). In this study, this was established by showing how conclusions and interpretations 

were reached and by demonstrating that the findings were drawn directly from the data by 

including direct quotes for each theme in the coding. Moreover, as an employee in a higher 

education institution, I did not have any direct relationship with the interviewees, except with 
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two of my colleagues at work, and was fully aware to report the data as is, without any bias, and 

ensure that the process remains professional and formal.  

4.5 Ethical Considerations                   

 Confidentiality, informed consent, and all necessary approvals were taken into 

consideration when conducting the research. First, the Institutional Review Board (IRB) 

approval and the Central Agency for Public Mobilization and Statistics (CAPMAS) approval 

were obtained since the study was conducted at several universities. This guaranteed that the 

techniques follow ethical guidelines for performing human-subject research. Moreover, 

permission to conduct the research at each university was obtained. The consent of the 

participants being interviewed was also obtained prior to starting the research. In this consent, 

the purpose of the research study was explained, and the interviewees' participation was 

voluntary. To ensure confidentiality and privacy, the participants’ names were hidden and not 

disclosed. The researcher also asked permission to record the interviews beforehand and ensured 

that the recordings would be used for the sole purpose of the research and stored in a password-

protected computer and deleted after 1 or 2 years. The transcription and coding of the data took 

place privately with headphones to ensure confidentiality, and the data was stored safely and 

securely.   

 All approvals and research questions are included in the appendices section at the end of 

the document.                                                              
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5. Chapter Five: Research Findings 

This section discusses the research results in relation to the research questions, literature 

review, and theoretical framework that guided the study. In light of this, the perspectives of 

faculty members of the five higher education institutions regarding the use of AI in higher 

education and how it can be used to achieve equity and accessibility are highlighted. Also, this 

section sheds light on the challenges of using AI in higher education in Egypt. To start, the role 

of AI at each institution is explained, which relates to the use of AI in each higher education 

institution, and then the findings are presented in tandem with the themes based on the 

theoretical framework, which are performance expectancy, effort expectancy, social influence, 

facilitating conditions, and perceived risk.  

5.1 Role of AI in the Institutions  

This section will highlight the role AI currently plays in each institution in order to give 

context to the study and to the findings below.  

The American University in Cairo (AUC) 

 At AUC, all faculty interviewed stated that at AUC, AI is used through the usage of 

plagiarism checkers such as Turnitin, for grammar/spelling checkers, used in hackathons by 

students to design their projects, AUC library has a chatbot, and it is currently an area of interest 

and concern to the faculty members there. In addition, Faculty 4 stated that AUC is discussing 

having a School of AI. Moreover, Faculty 2 stated that he uses some AI tools to experiment with 

in his class. For example, he uses Raw Shorts, a tool that converts text to video, so he uses it to 

post announcements to students in animated form. Another thing he uses is ChatGPT, and he is 

considering experimenting with it with his students in class. He also uses a tool that belongs to 

McGraw Hill and which AUC has it integrated with Blackboard, the learning management 
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system, and what this tool does is they have a digitalized version of the textbook, and it offers a 

solution manual adaptively rather than just at the back of the book. In this case, the student is not 

looking at the solution immediately. They try, and if they get it wrong, they get parts of the 

answer to guide them. If they get that wrong, they can get a fuller explanation. If they still get it 

wrong, then they get the complete answer. Moreover, as it does that, it also connects the question 

to the relevant section in the textbook.  

The German University in Cairo (GUC) 

All interviewed faculty teach AI-related courses at GUC. Also, faculty 12 and 13 use AI 

for research, both for their personal interest and with their students in their research projects 

where students develop AI tools as part of their graduation projects. Faculty 13 stated that GUC 

is currently in the process of developing a chatbot for its mentorship program.  

Ain Shams University 

At Ain Shams University, Faculty 6 teaches AI and supervises the thesis where students 

develop AI tools, similar to Faculty 12 and 13 at GUC. Faculty 8 uses AI as a plagiarism 

checker, similar to AUC, and given that she is a professor of Curriculum and EFL instruction, 

she uses it with her language students to practice their language with robots. While Faculty 9, 

since she is a professor of Strategic Planning and future studies in Education informatics, they do 

not have AI in their department, but stated that AI is used in the School of Engineering and is 

used in the School of Medicine, where they perform operations using robots, and they have a 

school of AI where students create AI tools and apply AI.  
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Arab Academy for Science and Technology (AAST) 

Faculty 9, 10, and 11 all teach AI courses, similar to Faculty 12, 13, 14, and 6. Also, like 

at the GUC and Ain Shams, the students develop and apply AI tools in their coursework and as 

part of their graduation projects. Faculty 10 stated that AAST uses AI as part of their decision 

support system, for example, on trends in certain subjects, students at risk, and so on. Moreover, 

he added that currently, students are developing a facial recognition AI tool for attendance.  

Cairo University  

At Cairo University, Faculty 15 teaches it, and they have a whole department specialized 

in AI. Recently, the name has changed from Faculty of Computers to Faculty of Computers and 

Artificial Intelligence.                                                                      

5.2 Performance Expectancy   

The following section will shed light on performance expectancy, which is the degree of 

whether the use of AI will lead to better job performance by the faculty and better learning 

opportunity for the students. 

5.3.1 Chatbots and Digital Assistants 

Most faculty members (Faculty 6, Faculty 9, Faculty 13, Faculty 14, and Faculty 15), 

mentioned that a significant advantage of using chatbots and digital assistants in higher 

education is that it is always available and offers quick response and guidance. Faculty 14 added 

to this by mentioning that faculty members are not always available to respond to students’ 

needs. Faculty 6 also gave another example by mentioning that he might be away for a meeting 

and a student needs him, and he is not available. Another advantage mentioned by Faculty 3 is 

that it can free up time for them to do more important things. Similarly, Faculty 2 also shed light 
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on a similar point to Faculty 3, where he mentioned that using chatbots can help the students 

with basic tasks and then leave high-order tasks to the faculty member. He gave an example with 

Bloom’s taxonomy, where he mentioned that the chatbot could achieve the lowest taxonomy 

level, then the faculty could work on the higher levels.  Faculty 1 mentioned that it could free up 

time for teaching assistants and reduce the load on them if the questions are boring and 

repetitive. Faculty 7 shed light on how there is no aspect of education that a chatbot or a digital 

assistant will not be needed in. For example, she mentioned that she would feed the tool with 

every step in the higher education process, starting with enrollment and ending with 

employability. Faculty 9 added to this by saying,  

Chatbots are available anywhere now, even in shopping. It is no longer a luxury, it’s 

something there, and the students in this generation have already gotten used to it. They 

got used to not having to find a staff or an actual human to ask; they just use chatbots 

and virtual assistants (Faculty 9). 

 Faculty 15 also added to this by stating that chatbots and digital assistants can serve as 

academic advisors and as tracking and decision-making tool in this aspect. Faculty 11 mentioned 

that an advantage to chatbots and digital assistants is that it engages with students in a human-

like way and will solve their problems, which in turn will make them more engaged with the 

university. Faculty 12 also added to this by mentioning that it can be helpful for newcomers 

when everything is confusing to them and also mentioned that it can serve as a friendly 

companion to the students. Faculty 13 agreed to that by stating that students might feel more 

comfortable talking to a machine and revealing information to it because they will feel less 

judged.   
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On the other hand, five faculty members, Faculty 4, Faculty 6, Faculty 8, Faculty 9, and 

Faculty 13, highlighted the importance of human interaction aside from using chatbots and 

digital assistants. Faculty 8 mentioned that human interaction and connection are vital, and that 

faculty and students cannot rely on it solely. Faculty 9 also stressed this point by mentioning that 

a significant disadvantage is if the student becomes more connected to the machine rather than to 

humans. Faculty 4 additionally added that human interaction makes you empathize with students 

and understand them more, which is something that will only be recovered if they rely heavily on 

chatbots and digital assistants. Additionally, Faculty 14 mentioned that role of chatbots would 

help beyond the classroom, not inside the classroom. Faculty 1, Faculty 4, and Faculty 5 

highlighted that a disadvantage to chatbots and digital assistants is that students can get frustrated 

if it keeps directing them to a solution that they do not want; however, it can be a step towards 

being moved to human interaction.   

5.2.2. Adaptive and Personalized Learning  

All faculty members agreed that an advantage this could have in teaching and learning in 

higher education is that the content is tailored to the student. Faculty 4 agreed to that by 

mentioning that this tool can work well in helping the faculty identify the student’s strengths and 

weaknesses and adjust the material accordingly, and this is something an instructor cannot do on 

their own if they have a large number of students. Faculty 13 also confirmed this and added by 

giving an example that although she tries to do this on her own, it is hard because at the end of 

the day, she has a specific time and specific curriculum and objectives that she needs to achieve, 

so having a tool that automates this process would be a great help. This was confirmed by 

Faculty 2, who mentioned the same thing. Another faculty, Faculty 3, expressed that it needs to 

work for both the overachievers and those at risk; if this happens, then this is the future. She 
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mentioned that students do not want to be doing something they already know, so a tool like that 

will help in this, which Faculty 11 also agrees with. However, Faculty 5 mentioned that it for this 

to work, it needs to be accompanied by a needs assessment tool. Faculty 13 added that by using 

this, the students would feel like the system understands them and, thus, be more engaged in 

learning. Faculty 7 and Faculty 15 both shared the same view that, nowadays, education cannot 

have a “one size fits all” approach. Faculty 7 added more to that by highlighting that this tool can 

also help each student receive the reward and punishment they respond better to, and also, this 

tool will eliminate the idea of having a class for over-achievers and a class for struggling; 

instead, they will all be learning together, but at their own pace. On the other hand, Faculty 9 

mentioned that this tool would eliminate the idea of students learning together and teamwork. 

This was also shed light on by Faculty 8, who mentioned that she is against individualized 

learning because, with the zone of proximal development, students can learn better and develop 

better. Faculty 7 and Faculty 2 mentioned that this tool could help them as faculty members 

identify which parts to focus on in their learning or repeat.  

Building on the issues with using adaptive and personalized learning in higher education, 

Faculty 1 highlighted that adaptive and personalized learning could be useful only for young 

children who don’t have the judgment to know what to do next; however, for university students, 

there is value in the faculty member and the students identifying what’s next and informing 

them, so the teacher needs to have agency in deciding what to give or not give the students. She 

said,  

“I think as long as the teacher has the majority of the agency over what’s going to 

happen that’s good. I think as people get older, it’s important for the learner to have that 

agency so that nothing is hidden from the learner by the AI, that the learner could choose 
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to see something different than what the AI is recommending, that’s also important 

because you don’t want the AI to limit what someone can see. And the other element is 

just to make sure that it doesn’t produce identical people at the end, like doesn’t keep 

converging everyone into the same box because they keep calling it personalized 

learning, but it’s not really personalized” (Faculty 1).  

Faculty 5 mentioned that not all courses should be done that way; it will work better only for 

self-paced online courses. Faculty 12 seemed to also have a concern about how this can be done 

in a traditional higher education setting since, as he mentioned, teaching is done in a traditional 

way, and you must ensure fairness, and he wasn’t sure if a tool like that would be fair.  

The viewpoints mentioned in this section shed light on how the use of adaptive and 

personalized learning, if used, may or may not assist the faculty members in making their job 

better, which is performance expectancy. As mentioned previously, this will be discussed further 

in the discussion section.  

5.2.3 Automated Feedback and Automated Grading 

 Faculty 6 expressed that the automated feedback and grading process would save a lot of 

time. Faculty 2 would trust using an automated grading tool in his coursework. However, he 

mentions that as a human being, you can see the bigger picture of what the students want to say, 

so you can at least give them partial credit and such, but an AI tool that automates this won’t be 

able to make this judgment and just grade the assignment as is, which was also mentioned by 

Faculty 9. Similarly, Faculty 10 also shed light on this by saying,  

“Sometimes the professor can give the full mark, despite having some errors because it is 

logical, you feel like he understands, the mistakes he did are minor so the professor will 
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be empathetic with him, but with an AI automated system, this won’t be available” 

(Faculty 10).  

Faculty 8 agreed that human interaction in grading and feedback is important, but her reason was 

that students need to understand this feedback and understand why they got this grade; AI cannot 

explain the decision they made. Faculty 13 also agreed to this by adding that currently, AI 

doesn’t provide an explanation as to why the students got this grade, so human interaction is 

important here. Thirteen out of the fifteen faculty members agreed that human intervention at 

some point is crucial, whether it is to give reasons or as a second look. However, the fourteenth 

faculty member, Faculty 15, highlighted that this process doesn’t need human interference and 

would be very useful since depending on humans means that there is a high dependency on their 

mood. Moreover, the fifteenth faculty member, Faculty 4, mentioned that if there is an accurate 

tool that is available and does this, he will rely on it heavily since, as he mentioned, grading is 

the worst part of his job. On the other hand, Faculty 1 mentioned that if she needs a tool to grade 

the students because she doesn’t like grading or she is bored, then it must be boring for the 

student to do the assignment in the first place, so in this case, she needs to reassess the 

assignment, instead of relying on a tool to grade. Faculty 1 and Faculty 5 also shed light and 

agreed on how a tool like this can limit the creativity of students and would result in producing 

identical people in the end.  

On another point, while Faculty member 10 mentioned that AI is ready to give accurate 

automated feedback and grading, Faculty 12 and Faculty 14 mentioned that currently, AI is 

unable to do this and is not accurate, especially for essays and design-based questions. Faculty 3 

mentioned that the tool would only be as good as the data you feed it.  
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In this section, the faculty members shed light on how automated feedback and grading 

can or cannot help them in their teaching and learning, which as a result, would either help or not 

in achieving their goals in their job performance, which is the performance expectancy.  

5.2.4 Emotion AI 

 Thirteen out of the fifteen faculty members were against the use of emotion AI in the 

classroom for students. Faculty 5 mentioned that since her classrooms are designed properly 

using interactive activities, the use of emotion AI won’t be needed for the students; it can, 

however, serve as a tool to inform and guide the professors on their own performance. Faculty 10 

agreed and mentioned that this tool can serve as an evaluation tool of a professor’s performance 

in class. Moreover, Faculty 1 highlighted that detecting students’ emotions should be done by a 

faculty member, not by an AI tool. All Faculty except Faculty 7 and Faculty 11 agreed to this. 

Faculty 4 expressed that the students will not feel at ease if they know they are being watched 

and added that this is not fair for the students since students have every right to be bored at times. 

However, he mentioned that something like that could work in an exam because, during an 

exam, students should be watched anyway. Faculty 2 also agreed that students have a right to be 

bored sometimes and lose their concentration; he would rather they come up and tell him rather 

than have a tool that monitors that. He added that a good way to use this tool would be if it were 

completely anonymous, and it would produce a report maybe every two semesters about when 

the students felt more engaged and when they felt bored in order to adjust the course material 

accordingly. In addition, Faculty 3 added that by using this, it would interfere with the natural 

environment. Also, Faculty 8 mentioned that such a tool would make her lose connection with 

her students.  
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On another note, Faculty 14 mentioned that this could be useful if the class is online, 

where she is unable to see the students’ faces. However, Faculty 9 stated that even in online 

classes, she could tell if the students were engaged or not by the class design and their tone of 

voice.  

To add on, Faculty 13 highlighted that this could be useful with large classrooms since it 

would be difficult for the professor to be attentive to all students at the same time, but for it to 

work, the tool must respond back to the professor with a changing technique to do. Faculty 12 

did not agree, though, and mentioned that it would work with small classrooms rather than large 

classrooms.  

Faculty 7 and Faculty support the use of emotion AI in higher education. Faculty 7 

mentioned that this tool could help her help the student who is bored or seems confused in class 

without him noticing and causing him embarrassment because, as an educator, she has to make 

sure the emotional and mental well-being of a student is important, which this tool will help her 

achieve. She said, 

I don’t know the background of the student and the environment and home he is coming 

from, so I don’t know what he is thinking about, what his fears are, or what makes him 

anxious and panic, so if I have a monitoring and tracking tool for all that, he will not 

learn while feeling sad, he won’t take in information when he is feeling mad or scared, so 

if AI can give me these emotional signs and the reasons behind his fears, then in the 

middle of the lecture I can help him overcome it without him noticing because as an 

educator (Faculty 7).  

Faculty 11 added on to that by highlighting that having this tool will keep the students more 

engaged, thus, gain more knowledge.  
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The use of emotion AI was highlighted, and it showed the different viewpoints of faculty 

members on how this tool can or cannot help them in their job performance.  

5.3 Effort Expectancy  

This section includes the effort needed by faculty members to adopt the use of AI. This 

helps in deciding whether the faculty are willing or not to adopt AI based on their experiences 

and effort.  

A major challenge mentioned by Faculty 2 regarding the use of AI in teaching and 

learning is the huge amount of professional development needed for faculty. He also added that it 

depends on each faculty’s background and how each background will require more or less effort 

to become acquainted with the tools. Faculty 5, Faculty 8, and Faculty 7 also agreed to this. 

Faculty 7 confirmed the importance of professional development and building capacity for all 

stakeholders, not just the faculty members, as a first initial step to integrating AI in higher 

education since the lack of awareness is a big challenge. Faculty 8 added that at her institution, 

faculty need to enhance their general digital skills, to begin with, since they lack it; thus, those 

groups of faculty members will require more effort to familiarize themselves with AI tools. She 

also added, similarly to Faculty 7, that changing the beliefs and mindsets of both the faculty and 

the learners would be a major challenge and would require a lot of effort. Faculty 7 added to this 

by clarifying that at her institution, the additional effort would be needed for the older generation 

who refuse the use of technology, as opposed to the younger generation or are open and willing 

to use technology. This was also confirmed by Faculty 5, who mentioned that the culture and 

mindsets of the instructors are very important when it comes to adopting AI; she mentioned that 

some faculty still see the value of the pen and paper for everything, so these faculty members 

would require more effort. On the other hand, Faculty 14 said,  
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“I don't think this will be hard in the area of higher education in particular because these 

are highly educated students and professors, so they will accept technologies more. You 

get more challenges with people who are not educated” (Faculty 14).  

Faculty 8 mentioned that if the faculty put the effort to learn the tools and their mindsets 

changed, it would save a lot of time for them, remove a burden, and benefit the learner, so the 

end goal is worth the effort; nevertheless, it is still more work and effort for faculty to try these 

new things, as mentioned by Faculty 3. Moreover, Faculty 4 highlighted that faculty at his 

institution has the flexibility to experiment and try these new AI tools. Faculty 3 said,  

“Faculty are late to the game. The train has already left the station and that we need to 

really, first of all understand it as educators reeducate ourselves and educate ourselves 

to understand it and then think creatively on how we can actually embrace and leverage 

it for good, how we can educate ourselves first and then our students and be very creative 

in the kinds of to really question why are they here?” (Faculty 3).  

Faculty 9 also added that the technology has already evolved from a long time ago, and things 

are becoming simpler, so the effort needed to learn, use, or even develop an AI tool has become 

easier and requires less effort. Faculty 11 disagreed and mentioned that developing AI tools still 

require a lot of effort. Another challenge to the use of AI in higher education, according to 

Faculty 10 and Faculty 12, is that it would require a lot of effort from the instructor’s side if the 

classroom were big. Also, it would require a lot of effort if the tool was complex, like the 

emotion AI, as mentioned by Faculty 12.  
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5.4 Social Influence 

In the section below, the social influence, which is the degree to which others use AI and 

its popularity. Also, how AI may or may not achieve equity and accessibility will be discussed in 

this section.  

Generally, AI is already there and available and being used by people from across 

different sectors.  

“Artificial intelligence is a path to all sectors (Faculty 15)”. 

 Faculty 5 mentioned that AI is going to affect internationalization and ranking and that now they 

are obliged to be part of the game; there is no other choice or else they will be left behind, so 

higher education institutions need to face it, work on it, and develop a plan for it. Faculty 10 

agreed and said: 

“It’s the future. Don’t stop in front of the train; either ride it or stand in front of it and let 

it pass you. AI is the train; will you stand in front of it, or will you ride the train? You 

need to ride the train, even if you took the last seat in the train but ride it” (Faculty 10).  

Faculty 3 also mentioned this analogy by saying,  

“Students are already using it. Faculty are late to the game. The train has already left the 

station and that we need to really, first of all understand it as educators reeducate 

ourselves and educate ourselves to understand it and then think creatively on how we can 

actually embrace and leverage it for good, how we can educate ourselves first and then 

our students” (Faculty 3).   

Additionally, Faculty 7 agreed and mentioned that now, there isn’t an aspect of life that doesn’t 

include AI, and thus, higher education institutions need to act instantly and catch up before it is 

too late. Faculty 12 corresponded and mentioned that it is something that cannot be avoided 
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anymore, and that AI should be embraced wholeheartedly, especially on the level of the student 

due to the endless job opportunities in this field. 

“It is pointless to actually resist embracing this technology that has such potential in so 

many different types of applications” (Faculty 12).  

This was also shed light on by Faculty 15, who mentioned the importance of AI in 

education since it is related to the future job market needs since now, skills and knowledge of AI 

are needed to be able to compete in the job market both locally and internationally. Faculty 11 

also agreed to this by stating that AI is crucial for students to be able to have skills that match the 

job market.  

Moreover, Faculty 14 highlighted the demand and willingness of students to explore AI 

by stating that there is an increase in enrollment for studying artificial intelligence, and even in 

computer science lectures, the first thing they ask is about when they will start covering AI. 

Also, Faculty 6, Faculty 10, Faculty 12, and Faculty 15 confirmed this and expressed how 

students are increasingly being interested in studying AI. Faculty 7 also agreed and mentioned 

that now, almost all universities have either a faculty or a department or a degree in AI, and this 

happened 3 years ago when the Ministry of Communications and Information Technology 

created its AI strategy. This takes us to what Faculty 4 mentioned about how AUC is considering 

having an AI degree. This shows the high demand and interest among students from different 

majors to study AI. Faculty 11 also highlighted that AI should be included in all departments and 

majors. Faculty 6, Faculty 10, and Faculty 15 also agreed and stressed on the use of AI across all 

disciplines. For example, as mentioned by Faculty 10 and Faculty 15, AI can be used in music to 

write symphonies, AI can be used in medicine for diagnosis and to perform surgeries using VR, 

AI can be used in law to make decisions based on the abundance of data on previous law cases, it 
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can also help business to predict stock market prices. Moreover, it can help in art and design to 

learn from previous styles and themes and produce a painting; accordingly, it can also be used in 

journalism and media to detect fake news and news credibility. 

On another note, faculty members shed light on how AI can or cannot achieve equity and 

accessibility to higher education. Faculty 12 highlighted that AI could help autistic students 

adapt to their condition. Faculty 3 agreed and added that AI can be used to help people with 

autism understand body language and facial cues. She also added that AI could help in 

generating alternative text for visually impaired students to ensure that all students can see and 

experience the same thing; this was also mentioned by Faculty 12 and Faculty 9.  

Another example mentioned by Faculty 2 is that, 

“By 2050, there should be 30 million people in higher education,” and with the number 

of institutions Egypt currently has, it won’t be possible to fit 30 million people; thus, AI 

with MOOCs and micro-credentials can fill in this gap and provide access to education 

to the large number of Egyptians” (Faculty 2).  

Yet, Faculty 8 stated that this in itself creates a divide in that not all students get the same 

opportunity for education, but at least it is something, rather than not having anything at all. 

Faculty 14 added that the use of an adaptive classroom in rural areas for people who cannot 

physically come to a higher education institution would help with access. This was also 

mentioned by Faculty 13, who highlighted that AI could be used to help identify students in rural 

and disadvantaged areas who benefit most from specific programs. This was also confirmed by 

Faculty 15, who stated that AI could serve as an aid to the instructor to let them know how a 

certain disability affects the students’ skills, and accordingly, the student can get the content in 

the way and pace that suits them. This was also highlighted by Faculty 1, Faculty 7, Faculty 10, 
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and Faculty 11, who shed light on how adaptive and personalized learning can be used to help 

students with a disability or from a marginalized area. Faculty 11 added that AI could help the 

instructor predict a problem a student might be facing, and then the instructor can act 

accordingly. Another example provided by Faculty 10 is to have an AI assistant with those 

disabled to help them decipher certain content based on their impairment, for example, to help 

with sign language communication between professor and student. Faculty 1 also shed light on 

how AI can help those disabled and who cannot draw; AI can help them express themselves 

better. Faculty 1 also mentioned that the goal of AI is to achieve access to knowledge in rural 

areas where there aren’t enough teachers, so it is better than nothing; however, there is a 

differentiation between what is better than nothing and what is good enough. Faculty 2 added 

that, just like there are private tutoring centers, there could be centers for AI support where 

students can go learn and take take-home activities; this will help with access; however, whether 

it translates to equity or not, this depends on how policies are designed, but AI can help with 

access. On the other hand, Faculty 6 stated that AI could help in achieving equity and 

accessibility, but there will always be differences among students, no matter what. Faculty 1 

said,  

“What I worry about is always that education becomes, you know, two-tiered, you know, 

the people who can afford, and the people can’t afford, and the ones who can’t afford 

don’t get access to a teacher, they just get access to these machine things” (Faculty 1).  

This highlights how the issues of accessibility and equity with AI can go both ways, yes, it can 

create opportunities, yet there will always be divisions and inequity in some way, shape, or form. 

Faculty 10 mentioned that in order to achieve accessibility, students will need internet and a 
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device, which takes us to the following section on facilitating conditions that affect the use of AI 

in higher education.  

5.5 Facilitating Conditions  

This section will report the findings on the facilitating conditions, which in other words, 

are the resources, infrastructure, and policy guides that either help or do not help in using AI in 

higher education.  

All faculty members stated that currently, there is no policy text specifically for AI in 

their higher education institution. Faculty 1 stated that there is a general academic integrity 

policy but nothing specific for AI. Faculty 3 mentioned that it is up to each faculty to decide how 

they want to use AI in their classroom. Moreover, Faculty 9 highlighted that she was a member 

of the UNESCO AI ethics document, but this was a general document and not specific to her 

institution. She also added that a team was formed, which she was part of, who worked on an 

Arab Strategy for Artificial Intelligence as part of the Arab League of States, but again, it was 

general and not specific to their institution. Additionally, Faculty 10, who is from the same 

institution, stated that there is a general technology policy that has issues with privacy and ethics, 

but it is not specific to AI. Faculty 7 also added that institutions do not have a proper 

implementation strategy or policy document to abide by, which is a major challenge. She stated 

that her university has a general strategic plan that mentions the use of advanced technology to 

be used in teaching and learning but does not specifically mention AI. Faculty 14 added that it 

would be helpful if the ministry provided higher education institutions with a general code of 

what is acceptable or not in AI, which is something that has been discussed a lot in AI 

conferences. On the other hand, Faculty 5 sees that AI is a tool, not an end, so an entire strategy 
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or policy text on its own is unnecessary; it can be included in other things, such as the use of 

technology.  

On another note, Faculty 7, Faculty 10, and Faculty 15 agreed that the readiness of 

institutions for AI is a major challenge due to the weak infrastructure, weak internet, and the 

unavailability of data, and the high cost of technology, which is what AI tools rely on. Faculty 2 

added that with the internet, 5G is already coming to places like Cairo and Alexandria, and in 

upper Egypt, they are getting 4G internet, so using these resources and a mobile phone or an 

iPad, people can have access to vocational learning using AI. However, Faculty 1 and Faculty 8 

stated that this limits access to those who have access to a device or the internet only, which is 

not everyone. Faculty 8 added that not having access to the internet is a major challenge in the 

use of AI in higher education. This was also confirmed by Faculty 5, who mentioned that based 

on her experience, the students from upper Egypt suffered a lot due to the poor quality of the 

internet and the high cost of it. Faculty 12 also highlighted the challenge of massive computing 

power needed for AI that costs a lot of money. On the other hand, Faculty 2 and Faculty 4 stated 

that AUC as an institution is ready with the infrastructure and system to support, develop, and 

integrate AI.  

Moreover, Faculty 3 and Faculty 13 shed light on how a strong learning management 

system with a strong backend is needed to be able to manage the use of AI tools, especially with 

something like adaptive and personalized learning. Additionally, the use of Arabic in AI is still 

not fully supported, as highlighted by Faculty 15 and Faculty 10. Faculty 15 highlighted that in 

English, AI tools are fully supported and operational, yet in the Arabic language, there is still a 

problem with accuracy and such. This affects how institutions and specific departments can 

integrate AI into their teaching and learning. On the other hand, Faculty 4 and Faculty 14 
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mentioned that using chatbots would be the easiest to implement in terms of technology, data, 

and cost.  

Another point mentioned by Faculty 7, Faculty 9, and Faculty 11 is that funds and 

financial support need to be allocated to academic research in order to encourage innovative 

ideas and tools regarding AI.  

As concluding remarks, Faculty 6 said,  

“I wish there was an institution for AI because, unfortunately, now everyone is using the 

term AI for propaganda and for fun, but there isn’t anything practical being used and 

implemented and supported by policy guidelines. The country needs to follow up with 

higher education institutions to check on the research being published, check what is 

exactly being done, and so on. If there were an AI institution in Egypt, it would have been 

in charge of that” (Faculty 6).  

Faculty 11 also mentioned this idea and proposed that colleges of computing and AI become 

centers of excellence for other places, departments, and industries to benefit from them on the 

use of AI in their discipline, and it can be an initiative to give back to the community. On that 

same note, Faculty 7 and Faculty 14 highlighted that instructors from different departments 

would need someone from the department of AI to work together to build the AI tool or system. 

This confirms the idea of Faculty 11 to have a center that supports all AI initiatives from all 

departments and industries. Moreover, Faculty 15 added that although the future is promising, 

Egypt still doesn’t have the technological infrastructure, strategy, or data to support AI, there are 

ambitious directions, but it is still in the initial phase, and governmental support is needed to be 

able to move forward. Faculty 10 also highlighted that it is important for Egypt as a country not 

to follow a pre-designed solution to use AI but instead design their own solution based on their 



64 
 

context and take it step by step by laying out the priorities and ways of implementation, 

monitoring, and evaluation. Faculty 7 also concluded by mentioning that the Ministry of 

Communication and Information Technology in Egypt is already exerting efforts to create an AI 

strategy and work on the digital transformation of the country, so now there is more talk and 

support for it. She said,  

“I can see the future with the digital transformation going on, and with all ministries 

collaborating, I see that phase 2 will be expanding to AI. So, I see that all universities in 

Egypt are following clear and strong steps, and soon in the future, in higher education 

institutions, I will be optimistic and say 70-80% will rely on AI. There is no future in 

higher education institutions without AI” (Faculty 7).  

Another concluding remark mentioned by Faculty 5 is that AI can be used to manage the 

university’s resources, which in return, will help in providing the resources and facilitating 

conditions needed for the institution to integrate AI. She gave an example of how AI can be used 

for facility management and working on the utilization rate of space, light, and other resources. 

This section sheds light on how the facilitating conditions, such as resources and infrastructure, 

affect the adoption of AI in institutions. Further explanation will be provided in the discussion 

section.  

5.5 Perceived Risk 

Perceived risk, which is the degree to which an individual perceives that the use of 

technology may result in negative consequences or harm, will be presented in this section in 

relation to AI.  

All faculty members agreed that the major challenge with the use of AI is data protection, 

surveillance, bias, and privacy. Faculty 11 explained further that everything related to AI needs 
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data, and so privacy and confidentiality are major issues when using AI with students in 

education. Faculty 1 also added that face detection is an issue with AI because sometimes the 

data cannot identify a certain race or color. Faculty 15 agreed and added that discrimination is a 

major challenge when using AI. Faculty 1 gave the example of a game that uses AI and lets you 

draw something, and others guess it, in which she mentions that the words and drawings are 

Westernized and very culturally specific. She also gave an example of how when you Google 

“Professor,” you are more likely to find an elderly white male. Faculty 1 said,  

“The main issue with is the surveillance elements of just watching someone, and then 

letting an artificial intelligence decide if they’re doing something wrong, rather than a 

human being. It’s, it feels very big brother” (Faculty 1).  

This was also mentioned by Faculty 11, who agreed and stated that AI is only biased towards the 

data they receive, affecting what the students receive. In addition, Faculty 12 highlighted how 

using AI tools would result in privacy concerns and said,  

“Anything that is related to AI must consider the privacy and implications of designing 

such an application because the smarter it gets, that means the more access it needs to 

personal information. That’s how it actually becomes smarter. That’s always the 

tradeoff” (Faculty 12).  

He added that students’ consent and agreement need to be obtained before using anything related 

to AI with them. 

On the other hand, Faculty 2 stated that the perceived risks would be short-lived and that 

developers would find tools and ways to overcome these issues. Faculty 15 also agreed and 

mentioned that even though people fear confidentiality and privacy concerns, however, as a 

professor specializing in AI, he doesn’t like to look at the disadvantages because he believes that 
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they can be combated through many tools and applications. Another way Faculty 9 mentioned 

overcoming the perceived risks is to have each institution develop its own tools, not buy them 

from external developers, in order to avoid cybersecurity attacks.  

A major aspect that perceived risk is high is the use of emotion AI, which was mentioned 

above. All faculty members highlighted this. Faculty 3 mentioned that she would not be 

comfortable using something that requires surveillance in the classroom as this would make the 

students uncomfortable. Faculty 1 also mentioned that with emotion AI, there are a lot of 

assumptions that it is okay for technology to track the students that way. She also added that 

surveillance and being watched make the students behave differently and that the default and 

normativity in it are based on the idea that all people are normal and the same and disregard 

those who might have a certain disability. Faculty 4 and Faculty 13 also agreed that using this 

will alter how students behave and project their emotions in the classroom.  

Another issue mentioned by Faculty 14 is whether students will trust even to use the AI 

tools or not. Faculty 10 also added that students’ psychological aspects might be affected if they 

got used to communicating and dealing with a lot of AI tools. To overcome this, Faculty 7 shed 

light on the idea that all stakeholders need to be involved in the process and that it should be 

communicated to the students that this is for them and will help solve a lot of their problems 

while ensuring that their privacy and confidentiality will be protected.  

As concluding remarks, Faculty 1 mentioned that the learners need to have control and 

agency over how their data is used and grant permission to have their data used in that way. She 

also concluded that there will always be more data and new data that the tool is not fed, so there 

will always be bias. Faculty 12 mentioned that faculty members need to do a better job in 

teaching privacy problems and issues that can happen as a result of using AI. With that being 
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said, this section highlighted the perceived risks and trust of using AI in higher education. 

Despite almost all faculty members mentioning that using AI in higher education comes with 

privacy, confidentiality, bias, discrimination, surveillance, and data protection issues, 

nevertheless, some faculty members were still optimistic and provided solutions to overcome 

these challenges.                                                             
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6. Chapter Six: Discussion and Conclusion 

The following section includes a discussion of the findings in relation to the research 

questions, theoretical framework as well as literature. Moreover, the limitations and future areas 

of research are also discussed.  

To begin with, it is worth noting that, as per the theoretical framework, the themes and 

components of the framework were intertwined, so one item can go under two of the five themes. 

For example, changing the mindset of the stakeholders could go under the social influence as 

well as under effort expectancy. Additionally, the perceived risk theme was adopted from other 

technology adoption models as a fifth element to use for the purpose of this research. Moreover, 

the equity and accessibility aspect were mentioned under the social influence, yet, it could have 

gone under a separately-established aspect that deals specifically with equity and accessibility in 

the use of technology. Overall, the findings were in tandem with the UTAUT model (Venkatesh, 

et al., 2003) since the research shed light on using AI in higher education, and the UTAUT 

(Venkatesh, et al., 2003) model is all about the willingness to adopt a new technology.  

Based on the findings and the literature, supporting AI and its adoption can help in 

achieving the Sustainable Development Goals (SDGs) relating to quality education, innovation, 

infrastructure development, and poverty reduction. This is shown in how faculty described AI as 

transversal to all industries and sectors and how it will improve the skills the students gain as 

now, with the many AI tools available to help with low-order skills, faculty can help the students 

gain high-order skills. Moreover, the findings were used as a way to contextualize the use of AI 

in higher education in Egypt, and as per the results, the faculty members are ready and willing to 

embrace this new technology with various degrees. The findings are discussed in more detail 

below in relation to the research questions.  
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6.1 Research Question 1 

What are the faculty experiences on the use of AI in higher education in Egypt in teaching and 

learning? 

 The first research question was consistent with the literature review as well as the 

theoretical framework, specifically the elements of performance expectancy and effort 

expectancy. The results mainly showed a positive relationship between the use of AI in teaching 

and learning and performance expectancy. The findings showed that all participants believe that 

they should adapt to the reality that AI should be integrated into their teaching and learning. 

Chatbots were seen as the tool that would be easier and quicker to implement and students and 

the institution would benefit from it as it would save time; this was also confirmed by the 

literature by Popenici and Kerr (2017). However, human interaction cannot be disregarded or 

replaced. Moreover, adaptative and personalized learning was seen as a tool that would benefit 

the students since they will learn based on their own pace and level, but still, teamwork and 

group learning is important. I think that if this were implemented, it would work very well with 

online learning since this would make the content adaptable to the learner and won’t need human 

interaction. For automated grading and feedback, both the findings and the literature agreed that 

it saves time; however, the findings showed that a second look by a human would be important. I 

think that the issue of automated grading and feedback can fall into the pitfall of producing 

similar students and reducing creativity, as mentioned by some participants. Moving on to 

emotion AI, while the literature shed light on how it can be useful for student engagement 

(Pabba & Kumar, 2021), the findings showed that faculty wouldn’t prefer using such a tool in a 

classroom since it would be an invasion of privacy and would alter the natural environment and 

behavior. I think that if used as a formative assessment tool for the faculty to monitor themselves 
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and their content, as a few participants mentioned, then it could yield positive results. Moreover, 

it was highlighted how AI could, in the end, lead to the students being able to compete in the job 

market both locally and internationally since they will have the skills needed relating to AI. 

Overall, the findings presented showed how the use of AI tools can be used in teaching and 

learning regarding the first aspect of the theoretical framework, which is performance 

expectancy. This was demonstrated by how the points mentioned showed whether the use of AI 

would either serve as an aid for the faculty members to attain gains in their job performances or 

not.  

Regarding effort expectancy, findings showed the effort required to integrate AI into their 

teaching and learning. It highlighted that it would require major professional development, 

capacity building, and a change of mindset but that, in the end, the effort would be worth it.  

Moreover, it was evident that different backgrounds of faculty members would require more 

effort to adopt AI than others. For example, engineering and science backgrounds are more 

advanced and would require less effort than, for example, those from an education or arts 

background. This is why I think it is important, as mentioned also by a participant, that a place is 

offered where those more experienced can share resources and expertise with others. This is in 

line with what is mentioned in the literature about the efforts of the Center for Learning and 

Teaching at AUC, where they are already providing resources for faculty members on the use of 

AI and holding workshops related to AI. However, all the effort required to adopt AI would be 

worth it and have a high return since AI is there, and faculty and institutions need to adapt to it.   

Regarding the facilitating conditions, the results of the interviews showed that none of the 

institutions currently have a policy text or strategy specifically for AI. Accordingly, with the 

increased interest and use of AI in higher education institutions, I think a policy text needs to be 
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developed in order to guide how AI can be used and ensure that students’ ethical concerns are 

being taken into consideration and that the perceived risks mentioned above are being controlled. 

This can be guided by UNESCO’s AI and education: guidance for policymakers (UNESCO, 

2021), which one of the faculty members mentioned that she was already part of. This also 

confirms the literature that mentioned that the document takes into consideration developing and 

low socio-economic countries and includes them in decision-making.  It can also be guided by 

Egypt’s National Artificial Intelligence Strategy (NCIT. (n.d.). It is also consistent with what one 

of the faculty mentioned about the government creating a policy guide for institutions to let them 

know what is acceptable and what isn’t. This policy text, though, would have to take the context 

of Egypt as a developing country when developing it. Moreover, all stakeholders should be 

included in the process, and faculty from different backgrounds as well as faculty who were less 

excited about AI than others, since those would also add a different perspective. Additionally, 

this policy text would need to take into consideration those less fortunate and guide how AI can 

be used to achieve equity and accessibility, as mentioned by UNESCO (2019). 

While the willingness and excitement of faculty members are there, the readiness of the 

institutions regarding the infrastructure, data, and funds is still a major challenge, according to 

the interviews conducted. While most faculty members shared this viewpoint, this was conducted 

on a small sample, so it cannot be generalized. Moreover, UNESCO (2019) mentioned that AI 

would achieve equitable access to all using AI; however, some faculty members had concerns 

regarding this as they viewed AI as a possibility to widen the gap since, as mentioned, the 

students would need good internet and a device. While some faculty members believed that 

Egypt was ready for this, others still had their skepticism. Moreover, the findings were not in 

tandem with UNESCO (2019) mentioning that AI will achieve equitable access to all using AI; 
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then, as some faculty members mentioned, devices and the internet are needed for AI to be used, 

and currently, this might not be the case.  

Overall, results show that there is still effort needed in the facilitating conditions in order 

to have a successful adoption of AI.  

6.2 Research Question 2 

How could AI be used in teaching and learning in higher education to achieve equity and 

accessibility in Egypt? 

This question was highlighted under the social influence theme in the findings, which is 

in tandem with the social influence aspect in the theoretical framework. The results showed the 

social influence of using AI and the demand or willingness to use it, as well as whether using it 

can help in achieving equity and accessibility, which, if so, will result in more people adopting 

and using AI, leading to an increase in social influence. Additionally, if achieved, it will help in 

achieving SDG 4, as mentioned by the literature (Popenici & Kerr, 2017). Moreover, the 

literature and the results highlighted that there is a direct relationship between the use of AI and 

adapting to the disabled. Both the literature and the findings shed light on examples of different 

disabilities and how AI can help in overcoming them. Also, the findings and literature by 

Holstein and Doroudi (2021) were aligned in that AI can help those without access to education; 

however, it can also create a wider divide. The availability of the internet and devices is still a 

challenge faced by those in disadvantaged areas. While the literature mentioned how developing 

countries are creating initiatives to help in overcoming this obstacle, none of the findings shed 

light on initiatives being taken here in Egypt.  

In addition, findings showed how higher education is now a growing market, and Egypt 

will need to adapt and create new ways to compete with this high demand in the future; thus, AI 
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can be used to achieve this access to higher education by creating AI-led learning opportunities. 

However, there would be a trade-off in whether something is better than nothing.  

Accordingly, policy-makers should have inclusion and equity as a main priority in their 

planning in order to tackle the issue of accessibility. The findings highlighted several ways in 

which AI can be used to achieve equity and accessibility, and I think the government and policy-

makers can make use of these suggestions when drafting a policy guide for the use of AI in 

higher education in Egypt while taking into account the UNESCO (2021) document mentioned 

above in the literature on AI in education: Guidance for Policymakers, which stated that AI-

based solutions could help achieve equity and accessibility while highlighting ways to assure 

ethical considerations are being adhered to.  

6.3 Implications of the Study 

Based on the research and analysis of available literature, it is evident that there is a 

growing popularity of AI in higher education, and faculty members are keen to incorporate it into 

their teaching practices. It can be concluded that according to the UTAUT model (Venkatesh, et 

al., 2003) and the findings, faculty members have high levels of performance expectancy, effort 

expectancy, and social influence. However, there are still some areas that require attention, 

particularly facilitating conditions and perceived risks. As a result, the study has several 

implications for the effective integration of AI in higher education. 

According to the results, while faculty members stated their experience and viewpoint on 

the use of AI in higher education, and while the viewpoints were generally positive and 

supported the usage of AI in teaching and learning, there were still concerns and challenges that 

they shared. This study showed that the government needs to create initiatives to help tighten the 

gap between social classes in order to achieve equity and accessibility by providing access to 
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good internet and devices. Moreover, policymakers need to develop a well-rounded policy for 

the Egyptian higher education context that takes into consideration the socio-economic 

challenges of the country. Also, this policy needs to include a section on inclusion as well as on 

the perceived risks and ethical considerations associated with using AI in an educational setting. 

This can be achieved by following UNESCO (2021)’s “AI and Education: guidance for Policy-

makers” document, which takes into consideration the ethical, inclusive, and equitable use of AI 

in education. From this, individual institutions can then adopt this policy and create their own 

strategies to achieve the policy goals. 

Another implication of this study is that it can serve as a lens for educators in higher 

education institutions to view how faculty members are responding to the use of AI in teaching 

and learning and can use this as a guide to start integrating AI in their institutions through the 

tools mentioned in the study. As mentioned by the participants, AI is there; it’s the reality, and 

they gave the analogy of the train. The train is there, so you can either ride it or watch it as it 

passes you.  

Moreover, AI can help in providing access to higher education since, in the future, the 

demand for higher education will exceed the supply; thus, decision-makers can study how they 

can create AI-led learning opportunities for students.  

6.4 Conclusion  

In conclusion, according to the UTAUT model (Venkatesh, et al., 2003), faculty 

members are generally willing to adopt using AI as they scored high on performance expectancy, 

effort expectancy, and social expectancy, yet there are still challenges when it comes to 

facilitating conditions and perceived risk. The use of AI in higher education institutions in Egypt 

has the potential to revolutionize the way students learn, professors teach, and institutions 
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operate. By leveraging the power of AI, universities can personalize learning experiences, reduce 

effort, save time, equip students with skills needed in the labor market, and provide more 

equitable and accessible solutions, depending on how AI is being used. However, the adoption of 

AI in higher education institutions in Egypt is still in its early stages, and there are several 

challenges that need to be addressed, such as data privacy concerns, lack of infrastructure, and 

the need for upskilling educators, and the availability of a policy text or strategy. Despite these 

challenges, the potential benefits of AI in higher education make it a technology that cannot be 

ignored. As such, universities in Egypt should continue to explore and experiment with AI to 

fully realize its potential in enhancing the quality and access to education.  

6.5 Limitations 

There were several limitations in this research study. Firstly, the intention was to 

interview a range of 2-4 people from each of the five institutions, leading to a range of 10-20 

interviews, with an equal number of participants from each institution. However, there was an 

imbalance in the number of interviews from each institution, and only fifteen interviews were 

conducted. This was an issue in that each university did not have equal representation and an 

equal number of people from different departments and/or positions in the universities. For 

example, there were five interviews from AUC, three interviews from GUC, Ain Shams, and 

AAST, and only one interview from Cairo University, so there was much more representation 

from AUC than from Cairo University. There was also another limitation in the way each faculty 

member understood the tools and the terms, and this was evident in the way they responded. 

Moreover, another limitation is that the interviews were conducted over a large period, so by the 

time this research was written, there were already new AI tools available and being explored by 

institutions in Egypt. Also, this study cannot be generalized since the findings were gathered 
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from a small sample. Lastly, since this is a very timely topic, more resources, information, and 

data become available every day, which takes us to the recommendations for future research 

mentioned below.   

6.6 Recommendations for Future Research 

  Future research can include studying the students’ perspective when it comes to the use 

of AI in higher education since the main intention of adopting AI in higher education is to 

provide the students with a better learning experience, so their perspective on the matter would 

also add depth to the phenomena. Moreover, more viewpoints can be studied from other 

institutions in Egypt to be able to generalize the findings or even study one institution on its own 

in depth. Also, the study on the use of AI in K-12 education could be studied. Additionally, each 

AI tool used in teaching and learning can be researched independently. Also, how AI can be used 

to achieve equity and accessibility can be researched further in-depth in terms of the different 

types of disabilities as well as the different ways equity could be achieved. Another area of 

research could be how AI can be used in higher education for administrative purposes, not just in 

teaching and learning. As mentioned above, since this is a very timely topic, new AI tools and 

technologies emerge daily, so this research area is just in its beginning, and there will be more to 

come.  
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Appendices 

 
Appendix A: Interview Questions 

These questions are derived from the research questions and from the literature review 

conducted.  

Please briefly introduce yourself and your role in the university.  

 

1. What do you know about AI? 

2. What is your experience with the use of AI in your university? 

3. In your opinion, what role does AI play in your university? 

a. Is there a policy document or text for AI use? 

4. How do you see AI being used in teaching and learning? 

a. From your experience, what are the pros and cons of using chatbots and digital 

assistants in higher education? If no experience, what do you expect or anticipate 

being the pros and cons of chatbots and digital assistants in higher education? 

b. From your experience, what are the pros and cons of using adaptive and 

personalized learning in higher education? If no experience, what do you expect 

or anticipate being the pros and cons of adaptive and personalized learning in 

higher education? 

c. From your experience, what are the pros and cons of using automated feedback in 

higher education? If no experience, what do you expect or anticipate being the 

pros and cons of automated feedback in higher education? 
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d. From your experience, what are the pros and cons of using automated grading in 

higher education? If no experience, what do you expect or anticipate being the 

pros and cons of automated grading in higher education? 

e. From your experience, what are the pros and cons of using emotion AI in higher 

education? If no experience, what do you expect or anticipate being the pros and 

cons of emotion AI in higher education? 

5. What do you think is the effect of AI on the future of higher education? 

6. How do you see AI being used to achieve equity and accessibility in education?    

7. From your experience and opinion, what are the challenges you or your institution are 

facing in relation to AI?                   

8. Is there anything else you would like to share on your experience or viewpoint on AI in 

higher education in Egypt? 
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Appendix B: Consent Form 

 
Documentation of Informed Consent for Participation in Research Study 
 
Project Title: Artificial Intelligence (AI) in Higher Education: A study on Egyptian Universities 

Principal Investigator: Farah Sharawy- farahsharawy@aucegypt.edu  
 
You are being asked to participate in a research study. The purpose of the research is to explore 
the use of artificial intelligence in higher education institutions and how this potentially creates 
equity in terms of availability accessibility, acceptability, and adaptability, in higher education in 
Egypt and the findings may be published and presented. The expected duration of your 
participation is a maximum of one hour. The procedures of the research will be as follows; you 
will be asked open-ended questions and follow-up questions will emerge from there. 
 
There will not be certain risks or discomforts associated with this research.  
 
There will be benefits to you from this research in which you will gain new knowledge on the 
use of artificial intelligence in higher education institutions.  
 
The information you provide for purposes of this research is confidential. The data will be used 
for the sole purpose of the research and stored in a password-protected computer and deleted 
after 3 years. This interview will be recorded for transcription purposes. The transcription and 
coding of the data will take place privately with headphones to ensure confidentiality. 
 
Questions about the research, my rights, or research-related injuries should be directed to 
Farah Sharawy at +201003066661 or farahsharawy@aucegypt.edu.  
 
Participation in this study is voluntary. Refusal to participate will involve no penalty or loss of 
benefits to which you are otherwise entitled. You may discontinue participation at any time 
without penalty or the loss of benefits to which you are otherwise entitled. 
 

 I agree to have my name in the thesis  
 I do not agree to mention my name in the thesis 
 I agree to being recorded 
 I do not agree to being recorded 
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Signature   ________________________________________ 
 
Printed Name  ________________________________________ 
 
Date   ________________________________________ 
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