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Abstract

This thesis presents a study for a wireless scheme for the Johns Hopkins modular
prosthetic limb (MPL) as well as a demonstration for a novel fault tolerant scheme to further
improve the arm’s reliability. Currently, the innovative prosthetic limbs that depend on
Network Control Systems are wired devices which have two main disadvantages; the wear
and tear issue as well as the mobility limitation problem. Hence, the same function can be
done by replacing the wired models by Wireless Body Area Networks (WBANS) in order to
avoid the wear and tear and mobility issues. Furthermore, the prosthetic limbs are life-saving
and real time medical devices which demand high reliability as failure may lead to harsh
consequences. The reputable Modular Prosthetic Limb (MPL) that is developed by Johns
Hopkins applied physics laboratory is revisited in this thesis. Using RIVERBED, the wireless
scheme of the Johns Hopkins arm is studied as well as a fault-tolerant model for the same
arm. All scenarios undergo interference analysis and a 95% confidence analysis. The
simulation results have demonstrated that the end-to-end delays are below the system’s
deadlines and there is zero packet loss in all scenarios; thus, the system requirements are
satisfied. Further, the reliability of the system was calculated by modelling several scenarios
using SHARPE. It has been proven that a system that uses a supervisor with lower
specifications will have a very close reliability values to the system that uses very powerful
supervisor if it was repaired after the failure of the third controller. Finally, it was proved that

the motor redundancy has significantly enhanced the reliability.
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Chapter 1

INTRODUCTION

The latest improvements in wireless communications and integrated circuits allowed the
fabrication of small sized, light weight and ultra-low power devices. Wireless Body Area
Network (WBAN) is a technology used for physiological sensing. This technology is
currently very essential as there is a huge demand for improving the medical devices which
will lead to enhancement of the medical and health care applications. WBANSs are made of
sets of sensor nodes, which are used for sampling, processing and communicating with each
other, as well as actuators and motors [Otto 2005]. These nodes are located on the human
body, whether on the patients’ outfits or embedded in their bodies [Otto 2005]. The sensors
monitor the physiological signals and send them to a specialized medical server without
disturbing the daily routine of the patient [Crosby 2012] or transmit the signals to actuators to
perform certain actions. There are specific system requirements for WBANSs. Firstly, the
sensors should have specific sampling rate. The sampling rate should be between 10Hz to
100Hz depending on the application requirements [Kaur 2011]. Secondly, most of the
WBANS are battery operated, so the system should be power efficient and the battery should
have a long life time. Also, the implantable sensors should be self-powered from the
environment [Kaur 2011]. Moreover, the nodes must be light in weight and small sized so
they won’t be remarkable. The issue is that a long life time battery conflicts the need for it to
be light in weight and small in size [Kaur 2011]. The most common protocols used for
WBANSs operate in the Industrial, Scientific and Medical (ISM) band. Therefore, there is a
problem of external interference which can be between two people who have WBANS if they

are close, so WBANSs should be implemented in a way that tolerate interference. WBANS can
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make remarkable contribution in the area prosthetic arms. Prosthetics limbs are very essential
and critical medical application because every year the number of amputees increase from
150,000 to 200,000. The upper limb amputation is about 30% and 60% of arm amputees are
found between the age 21 to 64 years old, while 10% are patients under 21. 70% of the
amputations are caused by a trauma or accidents [Toledo 2009]. Until now, the best solution
for these cases is prosthetics limbs. Since the prosthesis is an artificial extension which

substitutes a limb, it should be as natural as possible.

The Defense Advanced Research Projects Agency (DARPA) called out for advanced
prosthetic designs to enhance the prosthetic arms. DARPA suggested that the prosthetic limb
should look, feel, weight and be flawlessly integrated as if it were a natural limb [Burck
2011]. In addition, the arm should be controlled using the user’s brain, throughout the
neurons. The Johns Hopkins Model [Burck 2011] is one of the nearest designs to this target;
therefore, it will be used as the base for this research. One can consider the Johns Hopkins
model as a Networked Control System (NCS). A Networked Control System (NCS) [Skeie
2002, Lian 2001] can be defined as a set of sensor (S), controller (K) and actuator (A) nodes
communicating over a network to complete a designated control scheme. In other words,
there are several nodes intercommunicating to exchange sensor’s data to a control node
which applies actions on certain actuators. The problem with wired NCS is that the cables of
the moving parts wear out with time. Therefore, wireless protocols used to connect what is
called Wireless Network Control Systems (WNCSs) are getting more attention in recent years
[Steigmann 2006]. The reason is that they solve issue mentioned previously with the wired
network cables. In this research, a wireless architecture of the model described in [Johannes,
2011] will be simulated. The advantages of making a wireless arm instead of the wired model
are that it will prevent the problem of the cables’ wear and tear and increase the arm’s

degrees of freedom. Low Power Wifi will be used as the wireless communication protocol to
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communicate the data between the sensors, controller and actuator nodes. This architecture
could be recognized as a Wireless Sensor and Actor Network (WSAN) [Martin 2011]. This
research focuses on the performance of the wireless architecture of Johns Hopkins modular
prosthetic arm and proposes a novel fault tolerant scheme. Also, the model reliability is
studied for several scenarios. Results are very satisfactory and will be explained in details in

the rest of the document.

The rest of the thesis is divided as follows: Chapter 2 is the literature review and the
previous work, chapter 3 presents the results of the Riverbed simulations that was used to
study the fault free and the fault tolerant scheme. Chapter 4 presents the reliability results of

several scenarios. And finally, the thesis is concluded in the last chapter.
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Chapter 2

LITERATURE REVIEW

2.1 PROSTHETIC ARMS SURVEY:

The types of prosthetic arms available in the market are:

Mechanical prosthetic arm

Electrically Powered prosthetic arm

Myoelectric Prosthetic Arm

Brain-Machine Interface (BMI) based Prosthetic Arm.

The first type which is the mechanical Prosthetic arms operates by the power produced

from the patient’s movement while the electrically powered arms use batteries [Heger 1985].

Another available type of prosthetic arms is the myoelectric prosthetics. This type of arms

moves as a result of the electric signals produced by the muscles. [Toledo 2009].

Last one is the Brain Machine Interface based prosthetic (BMI). These are man-made limbs

that move as a result of converting the brain signals to electrical signals [Zhang 2011].

Several arms were made for the above mentioned types. The below prototypes are the most

well-known :
e Boston Elbow
e Utah Arm
e BMI prosthetic of Osaka University
e Johns Hopkins modular prosthetic limb (MPL)

Boston Elbow, which is shown in figure 2.1, is a myoelectric limb, which moves by the

signals produced by the user’s movement of muscles [Toledo 2009].
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The way it works is that the sensors, which are located on certain muscles, transmit the
data to a microprocessor which converts it into orders to the electric motor so as to move
joints [Heger 1985]. This elbow has only one DOF which is the elbow flexion [Toledo
2009]. This microprocessor is able to control other devices as well as elbow, such as shoulder

actuators, hands and wrists rotator [Toledo 2009].

Figure 2.1 Boston Elbow [Toledo 2009]

The Utah Arm, which is shown in figure 2.2, is myoelectric limb as well but it is designed
for the patients whose amputations are over the elbow. In 1981, the primary prototype (U1)
has been produced, and it was the best myoelectric artificial limb at that time [Toledo 2009].
The Utah Arm 2 (U2) was delivered in 1987, and in 2004, the microchip innovation was
included into the Utah Arm 3 (U3) and this gives a superior reaction to the arm as it permits
the client to move the hand and arm toward any path. Moreover, Utah Arm 3 (U3) allows

parallel movements of the arm, the hand, as well as the elbow rotation [Toledo 2009].
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Figure 2. 2 Utah Arm [Toledo 2009]

Another common type of prosthetics in the field of research is Brain Machine Interface
(BMI) prosthetic limbs. These type of prosthetic arms depend on the communication between
the brain and the artificial limb, which is done by recognizing the brain electrical activity
using EEG or ElectroCorticoGraphy (ECoG) [Zhang 2011] using certain electrodes as shown
in figure 2.3. The major difference between both techniques is the location of the electrodes
on the human’s brain; the ECoG is more complicated since the electrodes are placed right on
the exposed surface of the brain, while the EEG is a more simple technique where the
electrodes are placed on the surface of the scalp without the need to expose the human’s brain
to record electrical activity. One of the common prosthetic models that are based on ECoG
technique is made at Osaka University Medical Hospital in Japan. They predicted the type of
movement based on the analysis of single trial ECoGs using a vector machine algorithm
[Zhang 2011]. Consequently, the required neurophysiological features are extracted for the
real-time voluntary control of the BMI based prosthetic limb such as releasing and grasping

of objects.
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Figure 2. 3 Illustrative schematic for the BMI prosthetic Arm [Dadarlat 2014]

An important thing to keep in mind is finding the prosthetic limb prototype which is
suitable for all amputation levels starting from the shoulder to the wrist, putting into
consideration the size and weight which is closest to the real human arm. One of the models
which serve the mentioned features is the Johns Hopkins model [Burck 2011]. The Johns
Hopkins University Applied Physics Laboratory (APL), in 2005, started to develop one of the
most innovative prosthetic arms in the world which is the Modular Prosthetic Limb Model

(MPL) [Johannes 2011].

2.2 THE JOHNS HOPKINS (MPL) MODEL:

The process of developing Johns Hopkins (MPL) model can be divided into three stages.
Two prototypes were created in phase 1. The first prototype had 7 of Freedom (DOF): elbow
flexion/expansion, humeral rotation, shoulder flexion/ expansion, wrist rotation, wrist
flexion/expansion and two actuated hand grasps [Johannes 2011]. The other Prototype, that
includes the upper arm and the palm of the hand, has with total 26 joints and total 17 actuated
degrees of freedom. Also, it was found that batteries are the most suitable power source

[Johannes 2011].
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For second stage, it was based on the second prototype and the focus was on the
design, fabrication, and testing of the arm [Johannes 2011]. One of the major system design
necessities for the MPL is to be modular [Burck 2011, Johannes 2011]. This modular design
can serve more users with various amputation levels and decrease the complication of the
fabrication [Burck 2011, Johannes 2011]. In terms of decreasing the system’s complexity,
Large Motor Controllers (LMCs) were made. These motors are located at several joints as the
upper arm and the wrist [Johannes 2011]. The small motor controllers (SMCs) are located in
the palm. The final phase of the MPL development is phase 3.In this stage, the emphasis was
on improving the accuracy of reading the neural signals and giving a sensory feedback to the
user. While comparing the MPL to other prostheses currently available in the market by
performing a clinical evaluation, it was proved that the johns Hopkins arm has a greater

number of simultaneous and sequential degrees of freedom [Perry 2018].

2.2 PREVIOUS WORKS

In [Saleh 2015], the authors simulated a wireless scheme for the MPL. They concentrated
on simulating a simple model so as to study the performance of the arm with its nodes
communicating wirelessly. The model was simulated using OMNeT++. The simulated model
has total 7 degrees of freedom; the upper arm and the elbow have 4 degrees of freedom and

the wrist has 3 degrees of freedom as shown in figure 2.4.
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1 mleter
Figure 2. 4 set distribution on Johns Hopkins arm [Saleh 2015]

The four sets of the upper arm and the elbow consists of 4 sensors which are: Torque,
Position, Current and Temperature beside the controller and the motor, while the sensors of
each of the 3 sets of the wrist are: Torque, Position and Temperature. Zigbee is used for the

wireless communication because one of the system requirements is low power consumption.

In the primary proposed scheme, the sensors in each set communicate with the actuator via a
specific channel and the communication between the actuator and supervisor is done via
another channel. Therefore, only 14 channels out of the 16 non-interfering channels of the
Zigbee were utilized. However, this system has failed to meet the system deadlines. So,
channel re-allocation was done. 14 channels were used for the communication between the
supervisor and actuator, and 2 channels were used for the communication between the
sensors and actuators; hence, all the all 16 non-interfering ZigBee channels were utilized. The

results have met the deadlines as shown in table 2.1.
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Actuator

L Controller

Figure 2. 5 Channel allocation [Saleh 2015]

Table 2. 1 95% Confidence Interval Results for the Proposed Architecture (in ms). Interference-Free
Scenario

Set S>A AK K>A
1 [44.20,54.00] [6.20;6.20] [6.00;6.80]
2 [42.30;52.50] [6.20;6.20] [6.20;6.20]
3 [43.70,55.00] [6.20;6.20] [6.20;6.20]
4 [44.80;54.80] [6.20;6.20] [6.20;6.20]
5 [42.00,52.00] [6.10;6.50] [6.10;6.50]
6 [41.00;47.00] [6.20;6.20] [6.20;6.20]
7 [41.30;52.20] [6.20;6.20] [6.20;6.20]

Furthermore, 40 bytes payload was used as a source of interference. based on a 95%
confidence analysis, the end-to-end delays and packet loss parameters have met the system’s

requirements, as shown in table 2.2.

Table 2. 2 95% Confidence Interval Results for the Proposed Architecture (in ms). Interference Scenario (40
bytes Payload)

Set S>A A-K K->A
1 [43.30;51.70] [8.80;12.90] [8.30;12.30]
2 [43.70;52.80] [9.20;13.40] [8.80;12.50]
3 [46.60;56.60] [9.70;13.60] [9.20;13.20]
4 [49.20;57.30] [11.00;15.50] [9.00;12.90]
5 [42.50;51.50] [9.20;12.90] [7.60;11.20]
6 [41.60;50.00] [8.20;12.50] [8.50;12.00]
7 [43.50;51.20] [7.90;11.60] [9.00;13.90]
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Chapter 3

Performance of the proposed wireless

scheme
3.1 Proposed Model

This chapter presents the first contribution of this thesis. A novel scheme is proposed for
the arm which has the advantage of being fault-tolerant, i.e., it will be proven that the arm can
still operate correctly when one or more of its electronic components fails. First, the fault-free
model will be described and studied. Next, the fault-tolerant model will be investigated where
the arm will be shown to perform correctly after the failure of several of its controllers. Figure

3.1.1 shows the schematic model of data flow of all sets for the fault free scenario.

Recall that the Johns Hopkins MPL consists of 17 motors which control 26 joints (26
Degrees of Freedom) [McGee 2014]. The 17 motors are distributed as follows: the arm is
controlled by 7 motors; the upper arm is controlled by 3 motors, the elbow is controlled by 1
motor, the wrist controlled by 3 motors. The hand is controlled by 10 motors; the thumb is
controlled by 4 motors, each finger is controlled by 1 motor and finally the palm of the hand is
controlled by 2 motors [McGee 2014]. Hence, the total number of motors is 17 motors;
however, the scope of this research is only limited to the arm (7 motors only) not the palm of
the hand.The total number of sensors used in the arm and included in this research is 39

sensors [McGee 2014, Ravitz 2013].

As shown in Figure 3.1.2, the arm’s architecture can be described as several sets, for easier
visualization. Each set consists of an actuator that controls a motor beside a number of
sensors. Three of the sets are located at the upper arm, one set is located at the elbow and 3
sets are located at the wrist. Each set in the elbow or upper arm includes 6 sensors, while each
set in the wrist includes 5 sensors. Table 3.1 shows the sets location in the arm and the types

of sensors in each of them.
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Figure 3.1. 1 Schematic model of data flow of all sets for the fault free scenario
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Table 3. 1 SETS PROPERTIES

Set Number of
Number and types of sensors
Position Sets
6 Sensors: Absolute Position Sensor, Torque Sensor, Joint temperature sensor,
Upper 3 Incremental rotor position, Drive voltage, Upper arm drive current.
Arm
Actuator: Motor
6 Sensors: Absolute Position Sensor, Torque Sensor, Joint temperature sensor,
Elbow 1 Incremental rotor position, Drive voltage, Upper arm drive current.
Actuator: Motor
5 Sensors: Absolute Position Sensor, Torque Sensor, Joint temperature sensor,
Wrist 3 Incremental rotor position, Drive voltage.

Actuator: Motor

o |

0

Figure 3.1. 2 Illustrative diagram for the motors and sensors distribution in the MPL [jhuapl 2019]

Regarding the communication rates, the upper arm, elbow and wrist sensors communicate

with the actuators at 25Hz (40msec) while the actuators communicate with the supervisor at

rate S0Hz (20msec) [Johannes 2011]. The reason that the frequency of the latter is twice the

former is the watchdog signal between the actuator and the supervisor. The sensor payload is 1

byte. The supervisor serves as the access point.

The communication protocol is low power WiFi [Dekel 2019]. The reason for this choice is

that the system is required to consume low power. Another reason is that it is necessary to

have enough bandwidth since the arm consists of various nodes. Also, sufficient bandwidth

will allow the model expansion by adding more sensors for example.
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The bit rate is 65 Mbps. All nodes including the 39 sensors, 7 actuators and the supervisor
communicate via channel 1. The transmit power is ImW. Furthermore, UDP is used for data

transmission between all the nodes because of the real-time constraints on the system [Boggia
2009].

As shown in figure 3.1.3, the communication scheme of the fault free model is a S2A
(sensor to actuator) scheme. Therefore, in each set, the sensors (S) transmit the payload to the
actuator (A) node. The controller (K) is part of the actuator node. The sensors’ data are
gathered at the actuator node and transmitted to the supervisor. In addition, Figure 3.1.4 shows

part of the model (one set) on Riverbed.

Figure 3.1. 3 Schematic model of data flow of one set for the fault free scenario

=
-

=

-

Figure 3.1. 4 Riverbed diagram for one set
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The following is the simulation results of the fault free, interference free model and fault
free, interfered model. All the results are based on a 95% confidence analysis. The system

performance is measured by the packet delay and the packet loss.

3.1.1 Fault free, interference free model Results

In this subsection, the simulation results of the fault free, interference free model are
described. Table 3.2 shows the packets’ end-to-end delays of the supervisor and all actuators.
As shown, all the delays are less than 0.4msec and the system required deadline is 20msec;
therefore, the delay requirement is met. Figure 3.1.5 to Figure 3.1.12 show the end to end
delays of all actuators and the supervisor for 33 runs [Daoud 2007]. The y-axis represents the
packet end-to-end delay in seconds while the x-axis represents the simulation time. The

different colors of the curves indicate the results of the 33 simulations.

Table 3. 2 95% Confidence intervals results for the fault free and interference free scenario

Packet end-to-end delay interval | Delay interval (msec)
Actuator 1 [0.276393; 0.263234]
Actuator 2 [0.321659; 0.308081]
Actuator 3 [0.274794; 0.260128]
Actuator 4 [0.262987; 0.255787]
Actuator 5 [0.303477; 0.276393]
Actuator 6 [0.297817; 0.277132]
Actuator 7 [0.343183; 0.288282]
Supervisor [0.136719; 0.131542]
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Figure 3.1. 5 Fault Free, Interference Free Model; Actuator 1 End-to-End delays (33 runs)
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Figure 3.1. 6 Fault Free, Interference Free Model; Actuator 1 End-to-End delays (33 runs)

26| Page



AT ————————

Figure 3.1. 7 Fault Free, Interference Free Model; Actuator 3 End-to-End delays (33 runs)
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Figure 3.1. 8 Fault Free, Interference Free Model; Actuator 4 End-to-End delays (33 runs)
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Figure 3.1. 9 Fault Free, Interference Free Model; Actuator 5 End-to-End delays (33 runs)
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Figure 3.1. 10 Fault Free, Interference Free Model; Actuator 6 End-to-End delays (33 runs)
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Figure 3.1. 11 Fault Free, Interference Free Model; Actuator 7 End-to-End delays (33 runs)
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Figure 3.1. 12 Fault Free, Interference Free Model; Supervisor End-to-End delays (33 runs)
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Further, Figure 3.1.13 to Figure 3.1.20 show the graphs of packets received at the 7
actuators and the supervisors. The x-axis represents the simulation time in minutes and the y-

axis represents the received traffic in bytes/sec.

For simulating the outgoing traffic, the sensor outgoing stream inter-arrival time is 41msec,

while the supervisor and the actuator outgoing stream inter-arrival time is 21 msec.
Recall that sets 1,2,3 and 4 contains 6 sensors while sets 5,6 and 7 contains 5 sensors.

-The supervisor receives the data aggregated from all actuators is calculated as follows:

6bytes Sbytes
(—y )X 4+ (—y )X3
0.021sec 0.021sec

-In addition, the traffic received at actuators 1 — 4 is calculated as follows:
(o) *6* (Fmieee)
In addition, the traffic received at actuators 5 — 7 is calculated as follows:
(o) 5+ (omiees)
Hence, each node will receive the below information:

Actuator 1>> 432 bytes/sec

Actuator 2>> 432 bytes/sec

Actuator 3>> 432 bytes/sec

Actuator 4>> 432 bytes/sec

Actuator 5>> 358 bytes/sec

Actuator 6>> 358 bytes/sec

Actuator 7>> 358 bytes/sec

Supervisor>> 1857 bytes/sec
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Figure 3.1. 13 Fault Free, Interference Free Model; traffic received at Actuator 1
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Figure 3.1. 14 Fault Free, Interference Free Model; traffic received at Actuator 2
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Figure 3.1. 15 Fault Free, Interference Free Model; traffic received at Actuator 3

Wideo Conferencing. Teathic Receied (bytesfzec)

004

450+

2004

150 4

100 4

504

0+
ah Om th10m Oh 20m Bh 30m Gh 40m Oh 50m 1h Om

Figure 3.1. 16 Fault Free, Interference Free Model; traffic received at Actuator 4
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Figure 3.1. 17 Fault Free, Interference Free Model; traffic received at Actuator 5
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Figure 3.1. 18 Fault Free, Interference Free Model; traffic received at Actuator 6
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Figure 3.1. 19 Fault Free, Interference Free Model; traffic received at Actuator 7
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Figure 3.1. 20 Fault Free, Interference Free Model; traffic received at the Supervisor
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3.1.2 Fault Free, with interference model results

To simulate the interference model on Riverbed, two external interferer nodes are
positioned beside the arm nodes. Both nodes exchange packets via channel 1 and that is the
same channel used for the communication of the rest of the arm nodes [El-Faramawy 2012].
They also have the same transmission power of ImW. A file of size 1Gb is exchanged
between the two interferer nodes. By trial and error, it was found that the file size which is less
than 1 Gb does not affect the end-to-end delays of the rest of the nodes. Since there is no real

time constraint on these two nodes, the protocol used for the file transfer is FTP.

Table 3.3 shows the packets’ end-to-end delays of the supervisor and all actuators. As
shown, all the delays are below 6msec. Although the delays of the interference model are
higher than the delays of interference free model, they still meet the system deadlines. Even if
the communication channels suffered interference by such large data, the model is still very

robust.

In addition, Figure 3.1.21 to Figure 3.1.28 show the end to end delays of all actuators and
the supervisor for 33 runs. The y-axis represents the packet end-to-end delay in seconds while
the x-axis represents the simulation time. The different colors of the curves indicate the results

of the different 33 simulations.

Table 3. 3 95% Confidence Intervals Results for the Fault Free with Interference Scenario

Packet end-to-end delay interval | Delay interval (msec)
Actuator 1 [4.75575;4.71783]
Actuator 2 [4.83449; 4.80453]
Actuator 3 [4.89783; 4.85784]
Actuator 4 [4.76371; 4.73176]
Actuator 5 [4.91035; 4.86032]
Actuator 6 [4.92602; 4.89059]
Actuator 7 [4.93246; 4.87526]
Supervisor [1.85942; 1.82018]
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Figure 3.1. 21 Fault Free, Interference Model; Actuator 1 End-to-End delays (33 runs)
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Figure 3.1. 22 Fault Free, Interference Model; Actuator 2 End-to-End delays (33 runs)
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Figure 3.1. 24 Fault Free, Interference Model; Actuator 4 End-to-End delays (33 runs)
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Figure 3.1. 25 Fault Free, Interference Model; Actuator 5 End-to-End delays (33 runs)

.t;g;!;!!Etiliiliiiuigii-. S

Figure 3.1. 26 Fault Free, Interference Model; Actuator 6 End-to-End delays (33 runs)
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Figure 3.1. 28 Fault Free, Interference Model; Supervisor End-to-End delays (33 runs)
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Further, Figure 3.1.29 to Figure 3.1.36 show the graphs of packets received at the 7
actuators and the supervisors. The x-axis represents the simulation time in minutes and the y-

axis represents the received traffic in bytes/sec. The graphs show zero packet loss.

For simulating the outgoing traffic, the sensor outgoing stream inter-arrival time is 41msec,

while the supervisor and the actuator outgoing stream inter-arrival time is 21 msec.
Recall that sets 1,2,3 and 4 contains 6 sensors while sets 5,6 and 7 contains 5 sensors.
-The supervisor receives the data aggregated from all actuators is calculated as follows:
(Foinec) 4+ (aieec
-In addition, the traffic received at actuators 1 — 4 is calculated as follows:
(5omieee) *6* (ioieee)
In addition, the traffic received at actuators 5 — 7 is calculated as follows:
(Fomisee) =5+ (Gamee)
Hence, each node will receive the below information:

Actuator 1>> 432 bytes/sec

Actuator 2>> 432 bytes/sec

Actuator 3>> 432 bytes/sec

Actuator 4>> 432 bytes/sec

Actuator 5>> 358 bytes/sec

Actuator 6>> 358 bytes/sec

Actuator 7>> 358 bytes/sec

Supervisor>> 1857 bytes/sec
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Figure 3.1. 29 Fault Free, Interference Model; traffic received at Actuator 1
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Figure 3.1. 30 Fault Free, Interference Model; traffic received at Actuator 2
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Figure 3.1. 31 Fault Free, Interference Model; traffic received at Actuator 3
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Figure 3.1. 33 Fault Free, Interference Model; traffic received at Actuator 5

Figure 3.1. 34 Fault Free, Interference Model; traffic received at Actuator 6
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Figure 3.1. 35 Fault Free, Interference Model; traffic received at Actuator 7
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Figure 3.1. 36 Fault Free, Interference Model; traffic received at Supervisor
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3.2 Fault-Tolerant Scenarios

Reliability is a definitely a matter of interest in networked control systems, particularly
when it is related to medical applications such as WBANSs. Accordingly, a fault-tolerant model
is simulated to serve as an alternative scenario which the system will undertake when failure
occurs. The on-board controller (which is part of the actuator node) is assumed to be faulty, so
the sensors’ payloads are transmitted to the arm’s supervisor instead. This means that the
faulty model is no longer based on the S2A communication scheme, so the sensor data has to
be transmitted to the supervisor node where the control action is calculated, and sent from the

supervisor to the actuator. A schematic model of data flow is shown in Figure 3.2.1.

—

Figure 3.2. 1 Schematic model of data flow of one set for the faulty scenario

As mentioned previously, the used communication protocol is low power WiFi. All system
nodes communicate via channel 1 at ImW. The following two subsections present the
Riverbed simulations results of the faulty model with and without interference. All the results

are based on a 95% confidence analysis.

3.2.1 Fault-tolerant, interference free model results

The simulation results of the interference free model are demonstrated in this section. Table
3.4 shows the packets’ end-to-end delays of the supervisor and all actuators. As shown, all the
delays are less than 0.2msec; therefore, the delay requirement is met. Figure 3.2.2 to Figure
3.2.9 show the end to end delays of all actuators and the supervisor for 33 runs. The y-axis
represents the packet end-to-end delay in seconds while the x-axis represents the simulation

time. The different colors of the curves indicate the results of the 33 simulations.
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Table 3. 4 95% Confidence intervals results for the faulty interference free scenario

Packet end-to-end delay interval | Delay interval (msec)
Actuator 1 [0.168905; 0.0578264]
Actuator 2 [0.121526; 0.0999862]
Actuator 3 [0.121881; 0.102323]
Actuator 4 [0.125128; 0.104354]
Actuator 5 [0.122000; 0.102423]
Actuator 6 [0.123000; 0.102183]
Actuator 7 [0.118000; 0.0975873]
Supervisor [0.118000; 0.0975873]
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Figure 3.2. 2 Fault-Tolerant, Interference Free Model; Actuator 1 End-to-End delays (33 runs)
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Figure 3.2. 4 Fault-Tolerant, Interference Free Model; Actuator 3 End-to-End delays (33 runs)
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Figure 3.2. 5 Fault-Tolerant, Interference Free Model; Actuator 4 End-to-End delays (33 runs)
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Figure 3.2. 6 Fault-Tolerant, Interference Free Model; Actuator 5 End-to-End delays (33 runs)
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Figure 3.2. 8 Fault-Tolerant, Interference Free Model; Actuator 7 End-to-End delays (33 runs)

48 |Page



Yirlen Conferencing Packet End-to-End Delay (sec)

(1.0000E
'“""f"'1 I THI I N B I T HTT T R T L p
. I 1 4 4
000008+ R H R S H S R TR TR R T AR
'..-;;-bq-u.l.-}nn|.;n,:.iuru'n;l'i;ul:‘,ull.ihni-rin;-li.‘;,:.,n||-\|-lrd?ra_:,i..l.;\|,’nn
L L T T L T T N L T PR TR LT IR T Y
EIIJIIIJ?- :”iuu.,.n.vn-.1..nnlu“uu"luuuuu.vnl.,l” B Eamn a A FaRr TEE iahaah i
B e R b g b hhan g gin e ga i faghbnbjaaignigiiie TN
It : ' iRk TR TRAL L] ' raenlplali ] 2]
u'umjr- ‘. senipna¥ipnsmennnn i wa W Pl gl auau® i afauuifapnennnnnfapannifouipanniogfipnsfananfamnnnli sWapl
i
"1
L L ]
TYTILE

GhOm  Ohém Chiom Chi6m  Ch2m  OhXm  Oh3m Ohm  Ohdow  Chism  ChSOm  Chsém  thom  thém

Figure 3.2. 9 Fault-Tolerant, Interference Free Model; Supervisor End-to-End delays (33 runs)

Further, Figure 3.2.10 to Figure 3.2.17 show the graphs of packets received at the 7
actuators and the supervisors. The x-axis represents the simulation time in minutes and the y-

axis represents the received traffic in bytes/sec. The graphs show zero packet loss.

For simulating the outgoing traffic, the sensor outgoing stream inter-arrival time is 41msec,

while the supervisor outgoing stream inter-arrival time is 2 1msec.

Recall that sets 1,2,3 and 4 contains 6 sensors while sets 5,6 and 7 contains 5 sensors.
-The supervisor receives the data aggregated from all actuators is calculated as follows:
(Favisee)x 4+ (Fovisee)

-In addition, the traffic received at actuators 1 — 4 is calculated as follows:

( 6bytes )
0.021sec

In addition, the traffic received at actuators 5 — 7 is calculated as follows:

( Sbytes )
0.021sec
Hence, each node will receive the below information:
Actuator 1>> 285bytes/sec
Actuator 2>> 285 bytes/sec

Actuator 3>> 285 bytes/sec
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Actuator 4>> 285 bytes/sec
Actuator 5>> 238 bytes/sec
Actuator 6>> 238 bytes/sec
Actuator 7>> 238 bytes/sec

Supervisor>> 950 bytes/sec
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thOm  Ohém  Onidm (niSw Oh2m Chm Chidm Chism ChdOm  Oh4Sm Oh&Dm  Oh&Sn  1hOm  1hém

Figure 3.2. 10 Fault-Tolerant, Interference Free Model; traffic received at Actuator 1
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Figure 3.2. 11 Fault-Tolerant, Interference Free Model; traffic received at Actuator 2
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Figure 3.2. 12 Fault-Tolerant, Interference Free Model; traffic received at Actuator 3

Figure 3.2. 13 Fault-Tolerant, Interference Free Model; traffic received at Actuator 4
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Figure 3.2. 14 Fault-Tolerant, Interference Free Model; traffic received at Actuator 5
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Figure 3.2. 15 Fault-Tolerant, Interference Free Model; traffic received at Actuator 6
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Figure 3.2. 16 Fault-Tolerant, Interference Free Model; traffic received at Actuator 7

Figure 3.2. 17 Fault-Tolerant, Interference Free Model; traffic received at Supervisor
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3.2.2 Fault-tolerant, with interference model results

The simulation results of the interference model are demonstrated in this subsection. The
interference simulation is done typically as illustrated in the previous section. Table 3.5 shows
the packets’ end-to-end delays of the supervisor and all actuators. As shown, all the delays are
less than 5 msec; therefore, the delay requirement is met. Figure 3.2.18 to Figure 3.2.25 show
the end to end delays of all actuators and the supervisor for 33 runs. The y-axis represents the
packet end-to-end delay in seconds while the x-axis represents the simulation time. The

different colors of the curves indicate the results of the 33 simulations.

Table 3. 5 95% Confidence Intervals Results For the Fault and Interfered Scenario

Packet end-to-end delay interval | Delay interval (msec)
Actuator 1 [3.223814; 3.196413]
Actuator 2 [3.616807; 3.590146]
Actuator 3 [3.883393; 3.851567]
Actuator 4 [4.08042; 4.037759]
Actuator 5 [3.32291; 2.94726]
Actuator 6 [3.64859; 3.61902]
Actuator 7 [3.817418; 3.78496]
Supervisor [1.72157; 1.70434]
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Figure 3.2. 18 Fault-Tolerant, Interference Model; Actuator 1 End-to-End delays (33 runs)
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Figure 3.2. 19 Fault-Tolerant, Interference Model; Actuator 2 End-to-End delays (33 runs)
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Figure 3.2.

B

20 Fault-Tolerant, Interference Model; Actuator 3 End-to-End delays (33 runs)

T

Figure 3.2. 21 Fault-Tolerant, Interference Model; Actuator 4 End-to-End delays (33 runs)
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Figure 3.2. 22 Fault-Tolerant, Interference Model; Actuator 5 End-to-End delays (33 runs)
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Figure 3.2. 23 Fault-Tolerant, Interference Model; Actuator 6 End-to-End delays (33 runs)
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Figure 3.2. 24 Fault-Tolerant, Interference Model; Actuator 7 End-to-End delays (33 runs)

At

Figure 3.2. 25 Fault-Tolerant, Interference Model; Supervisor End-to-End delays (33 runs)
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Further, Figure 3.2.26 to Figure 3.2.33 show the graphs of packets received at the 7
actuators and the supervisors. The x-axis represents the simulation time in minutes and the y-

axis represents the received traffic in bytes/sec. The graphs show zero packet loss.

For simulating the outgoing traffic, the sensor outgoing stream inter-arrival time is 41msec,

while the supervisor outgoing stream inter-arrival time is 21msec.

Recall that sets 1,2,3 and 4 contains 6 sensors while sets 5,6 and 7 contains 5 sensors.
-The supervisor receives the data aggregated from all actuators is calculated as follows:
(Fomisec) 4+ (aieec

-In addition, the traffic received at actuators 1 — 4 is calculated as follows:

( 6bytes )
0.021sec

In addition, the traffic received at actuators 5 — 7 is calculated as follows:

( Sbytes )
0.021sec

Hence, each node will receive the below information:
Actuator 1>> 285bytes/sec
Actuator 2>> 285 bytes/sec
Actuator 3>> 285 bytes/sec
Actuator 4>> 285 bytes/sec
Actuator 5>> 238 bytes/sec
Actuator 6>> 238 bytes/sec
Actuator 7>> 238 bytes/sec

Supervisor>> 950 bytes/sec
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Figure 3.2. 26 Fault-Tolerant, Interference Model; traffic received at Actuator 1

Figure 3.2. 27 Fault-Tolerant, Interference Model; traffic received at Actuator 2
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Figure 3.2. 28 Fault-Tolerant, Interference Model; traffic received at Actuator 3

Figure 3.2. 29 Fault-Tolerant, Interference Model; traffic received at Actuator 4
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Figure 3.2. 30 Fault-Tolerant, Interference Model; traffic received at Actuator 5

Figure 3.2. 31 Fault-Tolerant, Interference Model; traffic received at Actuator 6
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Figure 3.2. 32 Fault-Tolerant, Interference Model; traffic received at Actuator 7

Figure 3.2. 33 Fault-Tolerant, Interference Model; traffic received at Supervisor
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Chapter 4

4.1 RELIABILITY CONCEPTS [SMITH 2005, KOREN 2007 |

The general definition of reliability is the absence of failure. That means that the
device of interest is still utilized even with its minimum available components. The reliability
of complex equipment depend various aspects such as: the manufacturing method, the
surrounding environment that the equipment of interest operates, etc. The major role of a
reliability engineer is defining and handling the hazards that could harmfully disturb the
business operations. In order words, the reliability engineer’s major role is reduction of
losses. A lot of work and research is already done to understand the stochastic nature of

failures as well as to reduce their probability to happen.

Some reliability properties which values the efficiency of the system are probability
of survival P(t), mean time to failure (MTTF) which is the average time the system takes to
fail, mean time to repair (MTTR) and mean time between failures (MTBF) which is MTTF +
MTTR. “T” is a random variable which denotes the time the system is alive. The probability
that the system is alive for time “t” is R(t) = P(T>t). Since R (t) is a probability, it always

satisfies the below conditions:
O0<R()<1 and
R((t)=0;ift=00
R)=1;ift=0
Bathtub Curve:

As shown in figure 4.1, the component fails with high probability at the beginning of
its operation and that is called infant failures. The reason for these early failures can be
manufacturing faults. Then, the middle phase represents the service failures which has a
certain rate (number of failures/unit time). Finally, by time and after the device has reached
the end of its lifetime, the failure rate increases as the systems degrades and such failures are

known as “wear-out failures”
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Figure 4. 1 Bathtub curve [Smith 2005]

4.2 MARKOV MODEL [ZIMMERMANN 2010]

A Markov Model is a stochastic model which represents the possible states of a
random process. The transitions between the different states depend on certain probabilities.
It is assumed that the probability of transitioning from one state to another depends only on
the current state. So the difference between markov chain and any other stochastic process is

being “memoryless”. The Markov property is described using the below equation.

P(Xn =in | Xi-1 = 1p-1)=P(Xy=1n| Xo=10,X1=11,. . ., Xn-171n-1).
4.3 MARKOV MODEL RESULTS

The reliability of the system has been calculated using Markov models. All Markov
models have been simulated using SHARPE [SHARPE 2020]. SHARPE is the abbreviation
for “Symbolic Hierarchical Automated Reliability and Performance Evaluator”. This

modelling tool was developed by Duke University for analyzing the stochastics models in

order to obtain the reliability, availability and performability.
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4.3.1 WITHOUT REPAIR

Referring to chapter 3, when the controller (which is part of the actuator’s node) fails,
the supervisor will take over its function and the sensors data will be sent to the supervisor
where the control action will be calculated and sent to the actuator. It was proven in chapter 3
that, even if all 7 controllers stopped working, the supervisor can still handle the system.
Accordingly, the Markov model that is shown in figure 4.3.1 has been simulated by
SHARPE.

Below is the explanation of the symbols in the figure:

S: Supervisor failure rate

K: Controller failure rate

S7: 7 controllers are working

S6: 6 controllers are working

S5: 5 controllers are working

S4: 4 controllers are working

S3: 3 controllers are working

S2: 2 controllers are working

S1: 1 controller is working

SUP: only the supervisor is working

F: Total system failure

At State S7, where all 7 controllers are working, if one controller fails, the system will
transition with failure rate 7k to state S6, where only 6 controllers are working. If the
supervisor fails, the system will transition with a failure rate of s to state F. The reason that
the system will totally fail upon the supervisor failure is that the supervisor is the interface
between the patient’s nerves and the MPL. The brain decides the required action and the
supervisor sends this required action to the controllers. A supervisor failure will incapacitate

the system because the required actions do not reach the controllers anymore.
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Figure 4.3. 1 Markov model for the system without repair

The Markov model that is shown in figure 4.3.1 has been simulated by SHARPE in order to

solve the below mathematical equations:

Let P(t)=[Ps7(t) Pses(t) Pss(t) Psa(t) Psa(t) Psa(t) Psi(t) Psup(t)  Pr(t)], where
PO)=[1 0 0 0 0 0O O O O]anddP/dt=P x T, where T is the differential state

transition rate matrix:

—(7k + 5) 7k 0 0 0 0 0 0 s1
0 —(6k+s) 6k 0 0 0 0 0 s
0 0 —(5k +5) 5k 0 0 0 0 s
0 0 0 —(4k+5s) 4k 0 0 0 s
T = 0 0 0 0 —@Bk+s) 3k 0 0 s
0 0 0 0 0 —-Qk+s) 2k 0 s
0 0 0 0 0 0 —(k+s) k s
0 0 0 0 0 0 0 s s
0 0 0 0 0 0 0 0 ol

By using Laplace transform, P(t) can be obtained and then R(t) can be calculated as below:
R(t)=1- Pr(t)

The supervisor failure rate s is calculated based on the assumption that the supervisor Mean

Time To failure (MTTF) is about 10 years so s will be equal to 0.1/year. While k, which is
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the controller failure rate, is calculated based on an MTTF of 1 year. Accordingly, k is equal
to 1/year. Figure 4.3.2 shows the graph which represents the Reliability Vs time; where s=
0.1/year and k = 1/year. As shown in the figure and in table 4.1, after 4 years, the reliability is
67.03 %. The graph has been drawn with steps = 0.1.
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Figure 4.3. 2 Reliability Vs time for the model without repair

Table 4. 1 Reliability values over time for the model without repair

Time in years R(t)
t=0 1.00000000
t=1 0.904837420
t=2 0.818730762
t=3 0.740818235
t=4 0.670329970

It is important to note here that the reliability of the Supervisor (on its own) is €. At t=1

year, the reliability of the Supervisor is 90.4837% which is exactly the reliability of the entire
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system at the same time. Also, at t=4years, the reliability of the supervisor is 67.032%, which
is again the system reliability in Table 4.1. The rationale behind this observation is that the
Supervisor is really a single point of failure in the architecture described in chapter 3. Notice
that every state in the Markov model of figure 4.3.1 has a transition (with a rate s) to the F

state.

Furthermore, consider repair. If repair is introduced into the Markov model of figure 4.3.1,
a transition from each of the following states to state S7, have to be added. For a Mean Time
To Repair (MTTR) of one day, the repair rate will be 365/year. SHARPE results indicate that

the reliability of the system does not any significant change.

In chapter 3, there was an implicit assumption, namely that the supervisor was capable of
handling its own load along with that of one or more controllers if they fail. Consequently,
the processing capability of the supervisor had to be relatively high. A lower cost supervisor
would only be able to handle the tasks of several (but not all) controllers. Without any loss of
generality, let the supervisor carry its own tasks along with those of three of the seven
controllers. This will reduce the complexity/cost of the supervisor as well as its power
consumption. Especially in developing countries, a low-cost supervisor and a long-lasting
battery are very attractive features. Next, reliability models will be developed for situations
where the supervisor is only capable of handling the task of a few (but not all) controllers

upon their failure.

4.3.2 WITH REPAIR

High performance supervisors may not be available or prohibitively expensive in
developing countries; hence, an alternative idea is to use a supervisor with lower
specifications. The supervisor will NOT be able to carry the tasks of all seven controllers;
hence, the repair option must be added to the system. Two models are studied next. In the
first model, controller repair is performed as soon as the failure occurs. In the second model,

repair is only carried out upon the failure of the third controller.
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4.3.2.1 WITH IMMEDIATE REPAIR

Figure 4.3.3 shows the Markov model of the system with the immediate repair where
m is the repair rate. With “immediate repair”, it is meant that the controller is repaired offline

as soon as the failure occurs NOT online repair.

Figure 4.3. 3 Markov model for the system with immediate repair

The Markov model that is shown in figure 4.3.3 has been simulated by SHARPE in

order to solve the below mathematical equations:
Let P(t)=[Ps7 (t) Pse(t) Pss(t) Psa(t) Pr(t)], where P(O)=[1 0 0 O 0]and

dP/dt=P x T, where T is the differential state transition rate matrix:

—(Tk +5) 7k 0 0 s

m —(m+ s+ 6k) 6k 0 S

T = m 0 —(m+ s + 5k) 5k S
m 0 0 —(s+m+4k) 4k+s

0 0 0 0 0

By using Laplace transform, P(t) can be obtained and then R(t) can be calculated as below:

R(t)= 1- Px(t)
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Note that the m, which is the repair rate, is calculated based on the Mean Time To Repair
(MTTR) which is the time taken by the system to be repaired. Several test cases are done to
study system performance. In all test cases, the supervisor failure rate s will be calculated

based on MTTF equals 10 years so s equals 0.1/year.
Case 1:

In this test case, the failure rate of the controller k is calculated based on an MTTF equal to 1
year. Accordingly, k equals 1/year, while the repair rate m is evaluated based on an MTTR of
1 day so m equals 365/year. Note that this is a very optimistic repair time/rate in developing
countries. Figure 4.3.4 shows the graph which represents the Reliability Vs time; where s=

0.1/year and k = 1/year and m=365/year and the values are shown in table 4.2.
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Figure 4.3. 4 Reliability Vs time for the model with immediate repair (s= 0.1/year,

k = 1/year and m=365/year)
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Table 4. 2 Reliability over time for the model with immediate repair (s= 0.1/year,

k = 1/year and m=365/year)

Time in years R(t)
t=0 1.00000000
t=1 0.904822870
t=2 0.818704382
t=3 0.740782465
t=4 0.670276964

Case 2:

In this test case, the failure rate of the controller k is calculated based on MTTF equals 2
years so k equals 0.5/year. While the repair rate m is evaluated also based on an MTTR of 1
day therefore m equals 365/year. Figure 4.3.5 shows the graph which represents the
Reliability Vs time; where s= 0.1/year and k = 0.5/year and m=365/year and the exact values

are shown in table 4.3.
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Figure 4.3. 5 Reliability Vs time for the model with immediate repair (s= 0.1/year,

k = 0.5/year and m=365/year).
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Table 4. 3 Reliability Vs time for the model with immediate repair (s= 0.1/year,

k = 0.5/year and m=365/year).

Time in years R(t)
t=0 1.000
t=1 0.904836528
=2 0.818729223
t=3 0.740816199
t=4 0.670317684

Note that when the MTTF of the controller increases from 1 to 2 years, the reliability
of the system increases slightly. Accordingly, in the following cases, the system reliability

will be evaluated using different repair rates m.
Case 3:

In this test case, the failure rate of the controller k equals 0.5/year. While the repair rate m is
evaluated based on MTTR equals 1 week; therefore, m equals 52/year. Figure 4.3.6 shows the
graph which represents the Reliability Vs time; where s= 0.1/year and k = 0.5/year and

m=52/year and the values are shown in table 4.4.

73 |Page




14

0.97

R()

@ Graph for s=0.1,k=0.5,m=52

0.71

0.6

0 ' 1 ' 2 ' 3 ' 4
Time in years

Figure 4.3. 6 Reliability Vs time for the model with immediate repair (s= 0.1/year,

k = 0.5/year and m=52/year).

Table 4. 4 Reliability Vs time for the model with immediate repair (s= 0.1/year,

k = 0.5/year and m=52/year).

Time in years R(t)
t=0 1.00000000
t=1 0.904577298
t=2 0.818246723
t=3 0.740155329
t=4 0.669516816

Case 4:

In this next test case, the failure rate of the controller k equals 0.5/year. While the repair rate
m is evaluated based on MTTR equals 2 weeks therefore m equals 26/year. Figure 4.3.7
shows the graph which represents the Reliability Vs time; where s= 0.1/year and k = 0.5/year

and m=26/year and the values are shown in table 4.5. Comparing the values of table 4.4 and
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table 4.5, the reliability has slightly decreased. Comparing all cases, case 2 has shown the

best results.

Rt

@ Graph for 5=0.1,k=0.5,m=26
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Figure 4.3. 7 Reliability Vs time for the model with immediate repair (s= 0.1/year,

k = 0.5/year and m=26/year).

Table 4. 5 Reliability over time for the model with immediate repair (s= 0.1/year,

k = 0.5/year and m=26/year).

Time in years R(t)
t=0 1.00000000
t=1 0.903211536
t=2 0.815626729
t=3 0.736535048
t=4 0.665112972
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4.3.2.2 WITHOUT IMMEDIATE REPAIR

This subsection analyzes the performance of the system with repair but only after the

third controller failure. Figure 4.3.8 shows the Markov model of the system.
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Figure 4.3. 8 Markov model for the system without immediate repair

The Markov model shown in figure 4.3.8 has been simulated by SHARPE in order to solve

the below mathematical equations:
Let P(t)=[Ps7 (t) Pse(t) Pss(t) Psa(t) Pr(t)], where P(O)=[1 0 0 O 0]and

dP/dt=P x T, where T is the differential state transition rate matrix:

—(7k +5) 7k 0 0 s

0  —(s+6k) 6k 0 s

T = 0 0  —(s+5k) 5k s
m 0 0 —(s+m+4k) 4k+s

0 0 0 0 0

By using Laplace transform, P(t) can be obtained and then R(t) can be calculated as below:
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R(t)= 1- Px(t)

For fair comparison, the same test cases used in calculating system reliability of the
previous model are also used for this model. Moreover, in all test cases, the supervisor failure

rate s is calculated based on an MTTF of 10 years so s equals 0.1/year.
Case 1:

In this test case, the failure rate of the controller k is calculated based on MTTF equals 1 year.
Accordingly, k equals 1/year. While the repair rate m is evaluated based on MTTR equals 1
day so m equals 365/year. Figure 4.3.9 shows the graph which represents the Reliability Vs

time; where s= 0.1 and k = 1 and m=365 and the exact values are shown in table 4.6.
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Figure 4.3. 9 Reliability Vs time for the model without immediate repair (s= 0.1, k = 1 and m=365).
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Table 4. 6 Reliability over time for the model without immediate repair (s= 0.1, k = 1 and m=365).

Time in years R(t)
t=0 1.00000000
t=1 0.889036643
t=2 0.787528468
t=3 0.697610402
t=4 0.617958987

Case 2:

In this test case, the failure rate of the controller k is calculated based on MTTF equals 2

years so k equals 0.5/year. While the repair rate m is evaluated also based on MTTR equals 1

day therefore m equals 365/year. Figure 4.3.10 shows the graph which represents the

Reliability Vs time; where s= 0.1/year and k = 0.5/year and m=365/year and the exact values

are shown in table 4.7.
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Figure 4.3. 10 Reliability Vs time for the model without immediate repair s= 0.1/year and

k = 0.5/year and m=365/year.
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Table 4. 7 Reliability Vs time for the model without immediate repair s= 0.1/year and

k = 0.5/year and m=365/year.

Time in years R(t)
t=0 1.00000000
t=1 0.904836528
t=2 0.818729223
t=3 0.740816199
t=4 0.670317684

Case 3:

In this test case, the failure rate of the controller k equals 0.5/year. While the repair rate m is
evaluated based on MTTR equals 1 week therefore m equals 52/year. Figure 4.3.11 shows the
graph which represents the Reliability Vs time; where s= 0.1/year and k = 0.5/year and

m=52/year and the exact values are shown in table 4.8.
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Figure 4.3. 11 Reliability Vs time for the model without immediate repair (s= 0.1/year,

k = 0.5/year and m=52/year).
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Table 4. 8 Reliability over time for the model without immediate repair (s= 0.1/year,

k = 0.5/year and m=52/year).

Time in years R(t)
t=0 1.00000000
t=1 0.883965516
t=2 0.771384229
t=3 0.673196292
t=4 0.587506567

Case 4:

In this test case, the failure rate of the controller k equals 0.5/year. While the repair rate m is
evaluated based on MTTR equals 2 weeks therefore m equals 26/year. Figure 4.3.12 shows
the graph which represents the Reliability Vs time; where s= 0.1/year and k = 0.5/year and
m=26/year and the exact values are shown in table 4.9. Comparing all cases, case 2 has

shown the best results.
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Figure 4.3. 12 Reliability Vs time for the model without immediate repair (s= 0.1/year,

k = 0.5/year and m=26/year).
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Table 4. 9 Reliability over time for the model without immediate repair (s= 0.1/year,

k = 0.5/year and m=26/year).

Time in years R(t)
t=0 1.00000000
t=1 0.866063970
t=2 0.730939271
t=3 0.617014761
t=4 0.520846447

To conclude, from the test cases of both the Markov models with immediate repair

and without immediate repair, it is clear that the reliability values are very similar, therefore,

it is better to follow the second scenario which is repairing the controllers only after the

failure of controller 3 as the immediate repair of each controller upon its failure is considered

an overhead specially that the is no significant difference in the results between both

scenarios.
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4.3.3 Mechanical reliability

This Section deals with the mechanical reliability of the Johns Hopkins modular
prosthetic limb. Remember that, in [Medhat 2020], the architecture had seven motors; three
motors in the shoulder, another three motors in the wrist and a motor in the elbow. A failure

in any one or more of these motors will severely impede the operation of the arm.

Therefore, it is very important to increase the lifetime of the arm with respect to the
mechanical parts, namely the motors. One of the most famous fault-tolerant techniques is the
M-of-N architecture. M-of-N systems are example of parallel models that require M out of N
modules for the system to work properly. For the triple modular redundancy (TMR), two
modules out of the three must be working so as the system keeps functioning. Thus, for
module reliability (Rm), the below equation enumerates all the working states [Siewiorek

1998].
Rrmr= R’ + (2) Rim? (1-Rim)

The state in which the 3 modules are functioning is represented by Ru>. The (2) R’

(1-Rm) term denotes the other three states where two modules are alive and the third one is

down. It is assumed that all modules are identical [Siewiorek 1998].

A very simple M-of-N technique is the 1-out-of-2 architecture. Instead of using just
one motor for every degree of freedom, two identical motors are sued on the same shaft. In
the fault-free situation, both motors are operating in parallel. In case one of the motors fails, it
will not stop the operation of the shaft and the other motor will handle the motion on its own.
An obvious advantage of this technique is the expected increase in lifetime. Had one motor
been responsible for the operation, a failure in this motor would totally eliminate one degree
of freedom and the arm would have had to undergo repair immediately. With the 1-out-of-2
system suggested, the arm will still operate until the failed motor is repaired. Especially in
developing countries, the issue of maintenance is problematic both from a logistical point of
view and obviously from a cost point of view. A failed arm may take a long time to repair
because of the scarcity of appropriate spare parts [Soliman 2019]. However, if the arm can
still function adequately until the spare part becomes available, this would be a great
advantage for the user who will only completely lose the use of the arm if the second

remaining motor fails before the first one is repaired.
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The reliability of this 1-out-of-2 motor architecture is expected to be higher than that
of a single motor architecture (single point of failure). To estimate the advantage of this fault-
tolerant architecture, the reliability will be obtained. Remember that the reliability is defined
as the probability of the architecture being operational at time t given that it was operational
at t=0 [siewiorek 1998, Trivedi 2017]. Next Stochastic Petri Nets will be used to calculate the

reliability of the 1-out-of-2 motor system.

Petri nets, as shown in figure 4.3.13, contain places (illustrated by circles), transitions
(illustrated by boxes or bars), and directed arcs connecting between them. Places may hold
tokens, and a certain assignment of tokens to the places of a model corresponds to its model
state (called marking in Petri net terms). Transitions represents activities such as the state
changes and events. Just like in other discrete event system descriptions, events may be
possible in a state, the transition is said to been abled in the marking. If so, the transition fires
and change the system state. Transition enabling and firing as well as the consequential
marking change are defined by the enabling rule and firing rule of the actual Petri net class

[Trivedi 2017].

1 f1
2
p! P1 P2
12 12

(a) (b)

Figure 4.3. 13 Example of petri nets [Trivedi 2017].

Figure 4.3.14 shows the SPN for the 1-of-2 motor architecture under study. Let Lm be
the failure rate of the motor and further assume that both motors are identical both from a

functional and a reliability point of view. Also, let m be the repair rate of any of the two
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motors. In the figure, both states p1 and p2 represents the 2 working motors, if Motor 1 fails,

the system will transition to state M2 where only Motor 2 is working. Let Lm1=Lm2= 2/ year

and m1=m2= 52/year

Figure 4.3. 14 Petri Net for the system with mechanical repair

Figure 4.3.15, shows the mechanical reliability curve. After 4 years, the reliability is 57.65%.
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Figure 4.3. 15 Reliability vs time for the model with mechanical repair

84 |Page



Note that the reliability of a conventional one-motor architecture (simplex), and the reliability
of 1 set from the mechanical point of view can be calculated using the below equation

[Siewiorek 1998].

— p,—Lmxt
Rsimplex =e

Table 4.10 shows the difference between the reliabilities of the model with and without the
mechanical reliability throughout the 4 years. It is clear that, without the motors redundancy,
the reliability dropped to zero after 2 years. Finally, the table shows the mechanical reliability
for one set only; in order to calculate the mechanical reliability of all the 7 sets the following

equation should be used: Rai sets= Rone set’

Table 4. 10 Reliability over time for the model with and without the mechanical repair

Year Without mechanical reliability With mechanical reliability
=0 1.000 1.000

=1 0.1353 0.8729

=2 0.0183 0.7602

=3 0.0024 0.6620

=4 0.0003 0.5765
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Conclusions and Recommendations for
Future Work

To conclude, the idea of designing the prosthetic arms with Wireless Body Area
Networks can lead to remarkable enhancement in the arms’ functionality. Using Wireless
communication to exchange packets between the arm’s nodes will prevent the wear and tear
issue and the mobility limitation issue. This thesis presents a study for a wireless scheme for
the Johns Hopkins modular prosthetic limb (MPL) as well as a demonstration for a novel

fault tolerant scheme to further improve the arm’s reliability.

A former research has proved that it is not a promising idea to use Zigbee for the
wireless communication between the sensors, actuators and controller of the arm. The reason
is that the 16 non-interfering channels of the Zigbee have been utilized. This will not allow
adding more nodes and hence will inhibit the model extension. Therefore, low power WiFi
has been used in this research so as to offer higher bandwidth. The results are quite satisfying,
even though only one channel was utilized. The deadlines used in this research as the
benchmark are provided by the Johns Hopkins design. In addition, it was proved that the
system has zero packet loss. Regarding the fault free model, the presented scheme is S2A
(sensor to actuator). While the faulty model, the proposed scheme is transformed to S2K
(sensor to controller) since it is assumed that the on-board controller (part of the actuator

node) is faulty.

Moreover, interference analysis was done to all the scenarios by adding interference

packets of size 1Gb on the same channel used for the sensors, actuators and supervisor. Even
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when subjected to interference, the model is proved to be quite robust as it has met the

system’s requirements. Also, the results are based on a 95% confidence analysis.

The reliability of the system was calculated from the electrical and mechanical point
of view. It was proved that a system that uses a supervisor with lower specifications will have
a very close reliability values to the system that uses very powerful supervisor if it was
repaired after the failure of the third controller. Finally, it was proved that the motor

redundancy has remarkably increased the system reliability.

For future work, it is planned to study the performance of the full hand architecture
including the palm of the hand not just the arm. Also, mechanical reliability will be studied in
more depth rather than the redundancy of all motors. Finally, it is suggested to implement a
simple prototype to study the concept of the wireless prosthetic arm from a practical point of

view.
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