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Abstract

In this thesis, we address the problem of two-dimensional human pose estimation (HPE) from a single viewpoint. While many approaches to estimate the 2D human pose from a single viewpoint exist, the estimated joints’ locations with respect to the viewpoint are often disregarded. This limits the overall accuracy of localizing the human body parts. To address this limitation, we define a novel problem in 2D HPE: the Confusion of Body Sides (CBS). We show the CBS problem in many 2D HPE approaches as well as in the state-of-the-art methods. In order to overcome the CBS problem, we introduce SHAPE: Smart Human Articulated Pose Estimation. We demonstrate how SHAPE can be plugged into a 2D HPE algorithm to solve the CBS problem. We report our qualitative and quantitative results on our proposed challenging dataset: ‘Humans AUC’ as well as on two popular HPE benchmark datasets: ‘KTH Multiview Football dataset II’ [1] and ‘Image Parsing’ [2]. Our approach is shown to make a notable 2D HPE approach [3] viewpoint-invariant and enhance the accuracy by 20% on average.
CHAPTER ONE

INTRODUCTION

In this chapter, first I will briefly talk about the vital role of computers in our lives and the emergence of the Computer Vision (CV) field. Second, I will discuss the problem definition, the motivation behind this work, and the challenges in this research. Finally, I will briefly discuss the objectives of this research and the thesis structure.

1.1 An Overview

Computers have been utilized as the foundation for many daily-use activities. The vital role computer systems play in this era endorse the undisputed fact of their importance. Such importance is an outcome of the high computational power those computer systems offer these days. Additionally, the quick accessibility, the ease of use, and the high accuracy of modern computer systems have all contributed to making such systems indispensable in most humankind activities. In addition, the ongoing improvements in computer hardware have been inspiring researchers to invest time and make persistent efforts in order to offer genuine solutions for many widely-known challenging problems.

Mankind has the ambition of making computers as capable as humans. This passion has led many scientists all over the world to pursue novel ways to try to make computers analyze and interpret data like humans. Researchers sometimes rely on simple hardware to feed in data, e.g. a mic to input sounds, and sometimes they rely on complex hardware, e.g. a sophisticated digital camera(s) to input images or videos. Therefore, the nature of the problem defines the complexity of the hardware used to achieve the mankind’s dream.
There have been many explorations and experiments to advance Artificial Intelligence in Computers. On one hand, many recent advancements have been achieved in the field of Natural Language Processing (NLP) to make computers recognize speech, provide real-time translations, and take actions based on someone’s voice tone. On the other hand, numerous studies have been done in the CV field to empower computers by making them perceive the surroundings. All such studies in both NLP and CV alike strive to provide intelligent systems in various areas.

CV is a field of developing techniques to acquire, process, analyze, and understand images. Such images are represented as high-dimensional data from the real world for the aim of producing numerical or symbolic information in the forms of decisions [4]. There are many applications of CV such as agriculture, augmented reality, autonomous vehicles, biometrics, character recognition, forensics, industrial quality inspection, face recognition, gesture analysis, geoscience, image restoration, medical image analysis, pollution monitoring, process control, remote sensing, robotics, surveillance, and transport [4].

In the last quarter of the twentieth century, significant interest in image and video analysis and understanding has increased. This is due to the fast pace of development in electronics and hardware which led to lowering the cost of image and video acquisition devices, imagery transmission, data storage and computational power. This rise in computational power and hardware advancements have opened new possibilities for image and video understanding.

Many fields have also enriched the field of computer vision. For example, to obtain images and videos, still-image cameras or video cameras are used, and the sensors of these cameras are based on optics and solid state physics. Another example,
accurate numerical methods are crucial to data processing. Furthermore, the field exploits the recent advances in other different, but related, fields, such as image and signal processing, computer graphics, pattern recognition, robotics, and artificial intelligence. All developments in these fields have stimulated researchers to provide novel answers for questions and problems that were difficult to provide solutions for two decades ago.

To give an insight on how CV applications are pushing researchers towards new developments, OpenCV Foundation with support from the Defense Advanced Research Projects Agency (DARPA) and Intel Corporation launched a community-wide challenge to update and extend the OpenCV library using state-of-the-art (SoA) algorithms [5].

As a prize, an award pool of $50,000 is provided to reward submitters of the best performing algorithms in 11 computer vision application [6]. These applications are as follows: (1) image segmentation, (2) image registration, (3) human pose estimation, (4) SLAM, (5) multi-view stereo matching, (6) object recognition, (7) face recognition, (8) gesture recognition, (9) action recognition, (10) text recognition, and (11) tracking.

Pose Estimation (PE), which was one of the 11 applications, aims to find an object’s position and orientation. Considering the problem of Pose Estimation in the field of computer vision has mainly two points of view. On one hand, we may have a stationary scene while the camera is moving [7]. The purpose of this type is to find the camera location and orientation within the scene. This type of PE is useful in many applications such as navigation systems.

On the other hand, we may have a stationary camera and a moving object [7]. In a more complex scenario of the same model, it is possible to have many fixed
cameras and a set of moving objects [8]. The purpose of this type is to find the location and orientation of an object within the stationary scene. This model is needed and found beneficial in many applications, like pedestrian detection and surveillance applications. All these models of different scenarios and applications seek a common goal which is to solve the Pose Estimation problem [9].

Pose Estimation has many sub-domains like Object Pose Estimation [10]. For example, we may be interested in finding the location and the orientation of a ball in a sports game. Also, we may be interested in finding the pose of specific human body parts like hands, faces, or arms. Such problems in the field are referred as Hand Pose Estimation [11], Face Pose Estimation [12], and Arm Pose Estimation [13] respectively. Additionally, we may be interested in finding the position and the orientation of all the body joints of a human body in a still image or in a video sequence. Whether it is the upper body or the full body that we want to estimate the pose for, in the literature, this is referred as the Human Pose Estimation problem or HPE [14].

As discussed in this sections, there are various CV areas of great benefit to mankind nowadays. Each area has its own wide range set of applications. In this work, I focus on the full body Human Pose Estimation (HPE). In the following section, I will discuss the problem definition, motivation, challenges and the objectives of this study.

1.2 Problem Definition

Human Pose Estimation (HPE) is an important problem in Computer Vision [15]. According to Yang & Ramanan [3], the definition of HPE is “to report joint positions of articulated limbs”. This means that, given an image or a video sequence, a successful HPE approach should be able to correctly find the location of the human body parts like the head, neck, torso, right arm, left leg, etc. as shown in Fig. 1.1.
The HPE problem is very broad. This is mainly because it comes in many different flavors depending on the final goal. I categorize the HPE problems into:

1. Estimate the human pose in a single frame or in a video sequence.
2. Estimate the human pose for a single person or for multiple persons.
3. Estimate the human pose from a single or multiple viewpoints.

In this thesis, we focus on estimating the human pose in a 2D image of a single person using a single viewpoint.

In this section, I define a novel problem that current 2D HPE approaches suffer from [16][17], including the 2D HPE approach by Chen & Yuille [18] which was reported by Liu et al. to be the SoA 2D HPE [14]. I call the problem Confusion of Body Sides or CBS in short. CBS means that the 2D HPE approach, in certain situations, confuses the right side of the human body joints with its left symmetrical ones. That is because of the symmetrical structure of the human body. For example, a 2D HPE approach suffers from CBS when it sometimes reports the location of the left hand as if it is the location of the right one. In Fig 1.1, however, there is no confusion because, on both views, the 14 joints were labeled correctly irrespective of the human viewpoint.

Figure 1.1: 14 joints of the human body from both views
An example of the CBS problem is shown in Fig. 1.2, when Chen & Yuille’s algorithm [18] recognized the right leg as if it is the left leg as shown in Fig. 1.2 (b), and recognized the right arm as if it is the left arm as shown in Fig. 1.2 (e).

Figure 1.2: SoA 2D HPE approach suffers from the CBS problem
(a) In a full-body test, joints are found correctly.
(b) In a full-body test, [18] suffers from the CBS problem.
(c) The colored legend of body joints used in [18].
(d) In an upper-body test, joints are found correctly.
(e) In an upper-body test, [18] suffers from the CBS problem.

For many reasons, it is important to solve the CBS problem. One reason is to adhere to the definition provided earlier by Yang & Ramanan [3], which is to “report joint positions” correctly. Another reason is that it will improve the accuracy of 2D HPE on challenging datasets that contains images of different view angles of the human body. Also, usually an HPE step is required before recognizing human actions in a Human Action Recognition system (HAR) [19]. Since the action to be recognized will be based on the joint locations found, it is important to not confuse the human body parts with each other [20].

Furthermore, for certain applications, it is critical to not confuse the right body parts with the left body parts. For example, in security applications and surveillance systems, it is costly sometimes to detect an action based on wrong inference of body parts [21]. In robot navigation systems [22], a robot should be able to locate the correct location of certain joints in order to take an appropriate action. Additionally, some
sports requires certain actions to be carried out by a specific leg or a specific arm [23]. Hence, classifying the action based on the current 2D HPE methods could make a great confusion.

Likewise, in Human-Computer Interaction (HCI) applications [13], no console input is provided to the computer, such as gaming applications and gesture recognition; Therefore, the identification of the correct pose and the correct limbs are necessary in order to interact with the human seamlessly. Imagine that, when you play a game or scan your body for a medical application, the computer detects your right arm as if it is the left one or detects the left leg as if it is the right one.

In this thesis, we propose a novel framework solution to the CBS problem and we call it Smart Human Articulated Pose Estimation or SHAPE. We chose the 2D HPE algorithm by Yang and Ramanan in [3] to improve. It is a notable 2D HPE algorithm and it was reported by [24] to be the SoA 2D HPE algorithm. Nevertheless, it suffers from the CBS problem.

1.3 Research Motivation

In this section, first, I will discuss the motivation for choosing to do my thesis in the field of HPE. Second, I will discuss why solving the CBS problem is essential. Finally, I will briefly mention the main motivations for choosing to improve the 2D approach of Yang and Ramanan [3].

First, there are many reasons that made me research the HPE field. One reason is because the demand for automated analysis of videos has been significantly increasing in recent years. Also, understanding humans’ actions in images and video have gained more attention in numerous computer vision conferences this decade. For instance, many commercial applications nowadays rely on HPE as shown in table 1.1 [14].
Another important reason is because of the many areas HPE is involved in. Hence, there are many gaps need to be filled, and the room for improvement is widely open. To illustrate, there are many areas that HPE is primarily involved in, such as HAR, HCI, Augmented Reality, Behavior Understanding, and others [25]. Each of the aforementioned areas has its own wide range of applications. Thus, if it was not for human pose estimation solutions, we would not have been able to provide various applications in all these essential areas.

<table>
<thead>
<tr>
<th>Systems</th>
<th>Principle</th>
<th>Application areas</th>
<th>Institution</th>
<th>Related URLs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensor</td>
<td>Sensor learning</td>
<td>Gesture Recognition</td>
<td>Leap Motion Inc.</td>
<td><a href="https://www.leapmotion.com/">https://www.leapmotion.com/</a></td>
</tr>
<tr>
<td>Wii</td>
<td>Bluetooth communication Infrared light</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 1.1: Main commercial systems for HPE**

In addition to the aforementioned reasons, there is a wide range of applications that depend on 2D/3D human pose estimation. To give some examples, several key applications [19] are shown in Fig. 1.3.

![Figure 1.3: HPE wide range of applications](image-url)
**Human Action Recognition (HAR)**

In order to classify human actions, the first requirement is to detect a human in the image or the video sequence, and this is the human detection problem. The second requirement is required to estimate the pose of the detected human in order to understand the action being accomplished. Therefore, HPE basically is the core engine of any HAR system. For instance, the work accomplished by example [26] uses HPE as a pre-step to recognize actions done by humans.

**Advanced human-computer interaction (HCI)**

It is preferred to design and bring more natural interfaces between human and intelligent systems beyond the traditional medium like the keyboard and the mouse. Such interfaces should be able to understand natural communication methods like visual human gestures. For example, using specific hand movements to go forward and backward automatically in slides presented by a lecturer [27].

**Video surveillance**

Video surveillance is widely used in various places such as critical infrastructure, governmental buildings, public transportation, parking lots, homes, and office buildings. Because manually monitoring these cameras is becoming a hazard, there is a great need of approaches for automatic video surveillance including outdoor human activity analysis [28][29].

**Video annotation**

Nowadays a very large amount of video data can be saved easily due to the recent advances and development of hardware technology. Among such videos, we could have many human-related videos, such as sports videos, movies, and surveillance
videos. Human motion analysis can be used to annotate those videos instead of manually scanning through a large video database to get the needed information, e.g., methods to annotate video of a soccer game have been presented [30][31].

Second, the motivations to solve the CBS problem are several as discussed in section 1.2; In brief, some of these motivations are: to improve the accuracy of 2D HPE methods, to enable accurate Human Action Recognition system (HAR) [19], and to not confuse the right body parts with the left body parts in applications like surveillance, sports, medical and HCI applications.

Finally, Several reasons encouraged us to enhance the work of Yang and Ramanan [3]. One reason is because of the importance of the HPE problem. Also, the research in [3] has been cited in hundreds of research papers according to Google Scholar. Another reason is because they provide some programming libraries of their approach that make their results reproducible. Lastly, we found a potential for improvements that could advance the accuracy of 2D HPE methods on other datasets by making the algorithm sensitive to human viewpoints.

1.4 Research Challenges

CV grand challenge is video understanding. This includes dealing with four variables: Objects, Actions, Scene categories, and Geometry as shown in Fig 1.4. HPE deals with the first two variables: Objects and Actions.

Figure 1.4: CV Grand Challenge
Estimating the Human Pose can be carried out from a static image or from a video sequence. Also, HPE can be obtained from a single viewpoint or from multi-viewpoints. Determining the source input, as well as the desired viewpoint(s), define the challenges to be faced when estimating human poses. One example is the existence of many variations across human bodies, background clutter, high dimensionality, and complex appearance models.

Additionally, in order to estimate the human pose accurately in a monocular video sequence (single-view) or in a static 2D image, there are many challenges to overcome. Some of them are the high degrees of freedom (DoFs) of the human body, the large variations of human poses, changes of color cloths, change of lighting and illumination, various viewpoints of the same pose with respect to the mounted camera, and frequent of self-occlusions as shown in Fig 1.5.

![Challenges to overcome in HPE](image)

**Figure 1.5: Challenges to overcome in HPE**

### 1.5 Research Objectives

The main objective of this thesis is to develop SHAPE; a solution to the CBS problem discussed in section 1.2 that would improve the accuracy of 2D HPE algorithms. Thus, we chose to improve the accuracy of a prominent full-body 2D HPE approach found in [3] by applying SHAPE to it and making it “smart” and viewpoint-invariant.

This goal will be accomplished through achieving a set of milestones. The first milestone is to reproduce the results obtained by [3]. The second milestone is to collect
our proposed data set of 2D images to test our approach on. The third milestone is to develop the CBS Solver and inject it to the 2D HPE baseline to produce SHAPE. The fourth and the final milestone is to evaluate SHAPE on two popular 2D HPE datasets as well as our proposed one. Another objective is to encourage other researchers to address and solve the CBS problem in their 2D HPE algorithms using our approach.

1.6 Thesis Roadmap

The rest of this thesis is organized as follows: Chapter 2 builds an essential background of the different models used to estimate the human pose. It also reviews the model used by Yang and Ramanan in their work [3]. Chapter 3 surveys related work on full body human pose estimation from a static single 2D image, keeping the focus on existent methods that suffer from the CBS problem. Chapter 4 describes our proposed approach to solve the CBS problem and to develop SHAPE: Smart Human Articulated Pose Estimation. Chapter 5 proposes our 2D HPE dataset (HUMANS AUC). Chapter 6 discusses the experiments we conducted and the results we obtained. Finally, Chapter 7 concludes the thesis and provide some insight into the future work.

1.7 Thesis Contributions

The major contributions of this thesis is that: 1) we define a novel problem in 2D HPE approaches (CBS); 2) we introduce a solution to the aforementioned problem (SHAPE); 3) We improve the accuracy of a notable 2D HPE algorithm [3] – using SHAPE – that was reported by [24] to be the SoA; 4) We present a challenging Humans dataset of 70 actors for the purpose of human detection, tracking, identity recognition, and pose estimation (4 synchronized cameras, 425 video sequences, each video is roughly one-minute length and 30 FPS); 5) We provide the face annotation Ground truth for three datasets: PARSE, KTH, and Humans AUC (proposed).
CHAPTER TWO

BACKGROUND

In this chapter, I will briefly discuss the difference between single-view HPE and multi-view HPE. Afterward, I will give some background on the two model approaches used in HPE: Model-Based approaches and Model-Free approaches.

2.1 Single view HPE versus Multi-view HPE

Pose estimation systems can be categorized according to the number of views utilized. One of the factors that greatly determines the usage of a pose estimation system is the number of views. Basically, there are two main types: single-view human pose estimation and multi-view human pose estimation.

**Single-view HPE methods:** infers the human pose in a single static image or in a frame taken from a video sequence captured by one camera. According to [24], single-view HPE methods are classified into two main techniques: 2D HPE methods [2][16][17] and 3D methods [32][33][34].

On one hand, 2D single view HPE methods try to parse humans in 2D images in order to find the location and the orientation of each body parts i.e. limbs. This is the fundamental body part parsing problem in HPE, which is the core of most of the proposed work in HPE. More examples of these methods can be found in [14]. We use this class of HPE in our research.

On the other hand, 3D single-view HPE methods often referred to as Monocular depth methods, aim to find the location and the orientations of human body parts in 3D space. The 3D single view HPE uses one image from taken from a single viewpoint but it has depth information as well.
There are many ways of which 3D HPE can be inferred. One example is by using voxels or visual hull data directly when background information is [35]. Another example is by using un-calibrated configurations of cameras to infer 3D [36][37]. Also, in [38], the authors present a coarse labeling of depth pixels followed by a more precise joint estimation to estimate poses.

**Multi-view HPE methods:** These methods use a set of *calibrated* cameras to capture the human body from multi-views. Then, a projection of all views is performed to estimate the final human pose. Similarly, multi-view methods estimate the human pose in 2D or in 3D [39]. Different approaches fuse the multiple image sources using calibrated setups, then project models into these images as in [40]. Furthermore, orthogonal views approaches are utilized in [41].

For multiple cameras, there are two main drawbacks as mentioned by [42]. First, the multiple views of a scene are not always available. For example, it is difficult to obtain the multiple views when a pedestrian walk in public space. Second, the use of multiple cameras in a system requires camera calibration [43]. It is worth mentioning that it takes extra effort to have a good camera calibration for multiple cameras. Different cameras may have different lighting conditions, different angles of views, and different illuminations.

In conclusion, while multi-view approaches provide different views of the same person, which mitigate difficulties like self-occlusions and depth ambiguities, in interactive systems, a single view setup can be more practical. In this research, we focus on 2D static images taken from a single viewpoint.
2.2 Model-Based versus Model-Free

Body pose recovery approaches can be classified into 2 main categories: model-based and free-model approaches [24]. This classification depends on whether a prior kinematic body model is employed in the pose estimation process or not.

On the one hand, Model-Free class covers methods where there is no explicit prior model used [44]. These methods such as [44] and [45] try to learn some mapping between appearance and body pose. This leads to a fast performance and accurate results, but only for certain actions like walking. Also, these approaches have some limitations, such as the need of preprocessing stages like background subtraction. In addition, they are limited by a poor generalization about poses that can be detected.

On the other hand, Model-based approaches, which most of the HPE methods advocate, employ prior knowledge about the human body structure to recover the body posture. In these methods, the search space is reduced by taking into consideration the human body structure, its appearance, the viewpoint, and the human motion related to the activity which is carried out [24]. Because of the limitation mentioned within the model-free methods, we chose to focus on the model-based methods to estimate human poses.

2.3 Model-Based HPE categories

In this section, I will explain in details the classification of model-based methods as well as the recent techniques in each category. As proposed in [39], model-based methods are classified into five main techniques: appearance, viewpoint, spatial relations, temporal relation, and behavior as shown in Fig 2.1 [39]. In this research, we use the technique of spatial relations.
2.3.1 Appearance

Appearance is considered to be image evidence related to human body and all of its possible poses. Not only image features and input data are considered evidence, but also pixel labels obtained from certain labeling procedures. Therefore, image evidence can be represented at different levels: from pixel to region and image. Image evidence has two main classifications: description of image features, and human detection i.e. human body part detection.

There are many variations of the appearance of people in images among human poses, such as clothing conditions, lighting, and changes in the viewpoint. The explanation described in this section tries to generalize over these kinds of variations because the final goal is to recover the kinematic configuration of a person.

In order to obtain accurate detections and tracking of the human body, prior knowledge of appearance and pose is required. This knowledge can be organized in two sequential stages: description of the image, and detection of the human body (or parts of the body) by applying some kind of a learning process. The procedure, starting from image description to the detection of some regions, can be performed at three different levels: pixel, local and global as shown in Fig. 2.2. These procedures lead to image segmentation, detection of some parts of the human body, and full body location [39].
Despite the fact that, describing the human body as an ensemble of parts improves the recognition of the human body in complex systems, it increases the computational time dramatically. By contrast, in human detection field, global descriptors are successfully used, allowing fast detection of certain poses like pedestrian detections. It also works as initialization in human pose recovery approaches [46][3]. The sub-categories for both description and detection are explained in the following paragraphs.

➢ **Description**

In the description phase, information is extracted from images, then they will be analyzed in the detection phase. Some typical methods that are applied for describing image cues are discussed below.

**(a) Silhouettes and contours**

The boundaries of the silhouettes whether they are edges or contours provide powerful descriptors invariant to changes in texture and color. Most of the body pose information remains in its silhouette. That is why silhouettes are used to fit the human body in images [47]. However, these methods have some limitations. For example, they suffer from bad and noisy segmentations in real-world scenes. In addition, because of
the lack of depth information, they suffer from the difficulty of recovering some Degrees of Freedom (DoF).

(b) Intensity, color, and texture

On the one hand, texture and color can be used as additional cues for a local description of regions of interests (RoI) [48]. For describing textures, usually Discrete Fourier Transform (DFT) is used [49], or wavelets such as Gabor Filters [50]. For describing colors, histograms or space color models are usually used to codify color information [51]. On the other hand, the most widely applied features for describing the appearance of a person are gradients on image intensities. Scale-Invariant Feature Transform (SIFT) descriptors and Histograms of Oriented Gradients (HoG) are considered [52].

Depth maps can now be obtained from the multi-sensor Kinect, which opened the door for human pose estimation to consider depth cues. This example of a cheap sensor provides near 3D information synchronized with RGB data. Examples exist in the literature, such as novel key point detectors based on the saliency of depth maps [53], and Gabor filters over depth maps for hand description [54]. Such approaches have the advantage of fast computing and discriminative descriptions by computing histograms of normal vectors distribution. However, these approaches require a specific image cue, and depth maps are not always available when needed.

(c) Motion Optical flow

To model path motion [55] is the most common feature used. It also can be used to classify human activities [56]. In addition, work in [57] codifies the motion provided by certain visual regions as an additional local cue. In this approach the same idea of
HoG is used, Histogram of Optical flow (HoF) can be constructed to describe regions as well as body parts movements.

(d) Logical

New descriptors including logical relations have been proposed in the following study [58]. In this work, local features are codified using logical operators. This allows intuitive and discriminative description of image context or RoI.

➢ Detection

This phase refers to the output of classifiers which codify the human information in images. Below is a summary to discuss the four general areas in which this synthesis process can be performed.

(a) Discriminative classifiers

The first step is to describe image regions using standard descriptors like HOG, which is a common technique to detect people in images. The next step is to train a discriminative classifier like Support Vector Machines (SVM) as a global descriptor of the human body [52] or as a multi-part description and learning parts [59]. Spatial relations between descriptors in a second level discriminative classifier have been proposed by some authors, as in the case of poselets [32], to extend this kind of approaches.

(b) Generative classifiers

Generative approaches have been proposed to address person detection as in the case of discriminative classifiers. Nevertheless, in generative approaches, the problem of person segmentation is considered and dealt with. One example is the work by [60],
which learns a color model from an initial evidence of a person and background objects. They used Graph Cuts to optimize a probabilistic function.

(c) Templates

Another approach for human pose estimation is to use Example-Based methods [48] to compare the observed image with a database of samples.

(d) Interest points

In order to compute the pose or the behavior that is being carried out in a video sequence, salient points or parts in the images can be used [57]. A fair list of region detectors is described in [61].

2.3.2 Viewpoint

Viewpoint estimation significantly reduce the ambiguities in 3D body pose [48]. In most of the cases, body viewpoint is not directly estimated in pose recovery or human tracking. It is indirectly considered sometimes though. The possible viewpoints to be detected are sometimes constrained in the training dataset. For example, there exist datasets where upper body pose estimation or pedestrians are presented. In such cases, only front or side views are studies respectively. To illustrate, a detector presented in [62] can detect people in arbitrary views. However, only walking side views are considered in performance evaluation. In addition, some other works restrict their approaches explicitly to a reduced set of views. For example, in [63] frontal and lateral viewpoints are considered. In 3D viewpoint estimation, research can be divided in discrete classification and continuous viewpoint estimation as shown in Fig. 2.1.

In the discrete approach, the problem is considered to be viewpoint classification. In this approach, the viewpoint of a query image is classified into a limited set of possible initially known[64][65] or unknown [65] views. As in the work
done by [48], a discrete viewpoint is estimated for pedestrians by training eight viewpoint-specific people detectors as shown in Fig. 2.3 (a). In the following stage, the classification is used to refine the viewpoint in a continuous way as shown in Fig. 2.3 (b), estimating the rotation angle of the person around the vertical axis by the projection of 3D exemplars onto 2D body parts detections.

Where in the **continuous approach**, the problem refers to estimating the real-valued viewpoint angles for human in 3D or an object. Continuous viewpoint estimation is studied widely in the field of shape registration [66]. Some work has been done in this area, such as in [67][68], where authors modeled the possible camera poses as a Gaussian Mixture Model to provide a prior knowledge of the camera as shown in Fig. 2.3 (c).

![Figure 2.3: Viewpoint estimation examples](image)

(a) First (discrete) (frame extracted from [39]).
(b) second (continuous) (frame extracted from [39]).
(c) Clusters of the camera pose space around the object which provide continuous viewpointImage of a person and its HOG descriptor (frame extracted from [39]).

### 2.3.3 Spatial Models

There are two main ways to encode the configuration of the human body in spatial models. First in a hard way, e.g., skeleton, bone lengths. Second in a soft way e.g., pictorial structures [67], grammars [68]. In order to encode *structure models*, 3D
skeletons and accurate kinematic chains are used [63][69]. Also, in order to model the degenerative projections of the human body in the image plane, ensembles of parts are used as shown in Fig. 2.4. Regardless of the chosen strategy, HPE aims at estimating the full body structure, or upper body pose estimation [70][62][71]. Several works [72][16] and datasets [71] have been restricted to upper body estimation because in TV shows and many scenes on films legs do not appear in the visible frame.

![Figure 2.4: Examples of body models as ensembles of parts](image)

(a) Original.
(b) Extended Pictorial Structures.
(c) Human model based on grammars.
(d) The hierarchical composition of body “pieces”.
(e) Spatio-temporal loopy graph.
(f) Different trees obtained from the mixture of parts Structure models.
(g) Two samples of 3D pose estimation during a dancing sequence.
(h) Possible 3D poses.
- All frames are extracted from [24].
2.3.4 Temporal Models

Temporal consistency is studied when a video sequence is available in order to reduce the search space. To analyze the behavior that is being performed, the motion of body parts may be incorporated to refine the body pose.

Tracking

To ensure the coherence among poses over the time, tracking is applied. It can be applied either separately to all body parts or only a representative position for the whole body can be taken into account. In addition, 2D tracking can be applied to pixel positions, and also or world positions when the person is moving in 3D.

In tracking, there are two main subdivisions, the first one where a single hypothesis is maintained over the video sequence. For example, in [63] only the central part of the body is estimated through a Hidden Markov Model (HMM). Also in [72], a single hypothesis by each body joint is propagated in 2D. The second one is when there are multiple hypotheses propagated in time. In the end, the body pose is recovered in 2D from the refined position of the body.

A huge diversity of movements can be performed by the human body. However, smaller sets of movements can define specific actions (e.g., in cyclic actions as walking). Therefore, when a single action is performed, a set of motion priors can describe the whole body movements. However, in [73] the author establish the hard restrictions on the possible motions recovered. Motion models are introduced in [74]. Body models of walking and running sequences were combined. Also, to obtain an accurate tracking, a dimensionality reduction is performed by applying Principle Component Analysis (PCA) over sequences of joint angles from different examples. An extension of this work was presented in [75] for golf swings from monocular images.
in a semi-automatic framework. In [76], more applications of such motion models related to human pose can be found.

2.3.5 Behavior

This category presents the methods that take into account context information or activity to provide feedback to previous pose recognition modules. The term *behavior* here means a general concept to include gestures and actions. Despite the fact that behavior analysis is not usual in the SoA of pose estimation, some works take into consideration the activity or behavior to accurately estimate a body pose. Some works go a step further in the literature and recover pose and behavior. For example, in [77] the authors include context information about human activity and its interaction with objects to improve both the final pose estimation and activity recognition. Ambiguities have been reported among classes though. In addition, in [78] Andriluka and Sigal extended their previous work in multi-people 3D pose estimation by modeling the human interaction context.
CHAPTER THREE
LITERATURE SURVEY

This chapter is organized as follows: in section 3.1, I will discuss the Pictorial Structure Model (PSM). This will include the history of PSM, the use of PSM in the Human Pose Estimation field, and the baseline by Yang and Ramanan [3]. Afterward, in section 3.2, I will give more insight on current 2D HPE methods that suffer from the CBS problem.

3.1 Pictorial Structure Model (PSM)

In this section, first, I will give a brief history about the birth of Pictorial Structure by Fischler in 1973 [67], followed by an early attempt to represent the human body by Marr in 1978 [79]. Second, I will give some background on the work done by Felzenszwalb in 2005 [80] which uses the Pictorial Structure Model (PSM) in Object Recognition. Finally, I will discuss the use of PSM in HPE by Yang [3].

3.1.1 History overview

Pictorial structures have been first proposed by Fischler and Elschlager [67] in 1973 as a simplified way to describe an object [34]. They represent the structure as a graph. Pictorial structures consist of two elements: 1) atomic object parts and 2) connections between these parts as shown in Fig. 3.1. In other words, it decomposes the appearance of objects into local part templates, together with geometric constraints on pairs of parts, often visualized as springs.

Figure 3.1: A face representation indicating components and their linkages [67]
An early attempt to model the entire human body was proposed by Marr & Nishihara in 1978 [79]. As shown in Fig. 3.2, the classic approach modeled the human as a set of parts, such as a head, torso, arm, and leg part [79]. In 3D, these parts can be modeled as cylinders.

![Human 3D model](image)

**Figure 3.2: Human 3D model**

### 3.1.2 PSM in HPE

In [80] Felzenszwalb & Huttenlocher presented a computationally efficient framework for part-based modeling and recognition of objects. Their work was motivated by the pictorial structure models introduced by Fischler and Elschlager in 2005 [67] more than forty years ago. The main idea is to represent an object by a *collection of parts* arranged in a deformable configuration.

Unlike Fischler & Elschlager [67], which have represented their structure as a graph, Felzenszwalb and Huttenlocher [80] have represented the underlying body model as a *tree* as shown in Fig 3.3 (b) due to inference facilities studied in [80]. Tree models are efficient and allow for efficient inference, yet they are plagued by the well-known phenomena of double-counting [80].
Figure 3.3: The pictorial structures model (PSM)
(a) the tree nodes representing each body parts and
(b) the connection between different body nodes.

Felzenszwalb & Huttenlocher model the human body as shown in Fig. 3.3 (a) as a collection of separate but elastically connected limb sections. Each limb is associated with its own detector where each part is detected with its specific detector. Each body part (limb) is represented by a tree node, and all the body parts are connected to its neighboring body parts. This collection of limbs is arranged in a tree structure as shown in Fig. 3.3 (b).

The approach works by searching for each individual body part. Afterward, the optimal pose is estimated by combining the detection results of individual parts efficiently. They showed how pictorial structures can be computed efficiently with dynamic programming if the representation has no cycles. Finally, they showed applications to 2D face detection and human pose estimation [80].

PSM is a special case of the tree model which was first introduced more than forty years ago by Fischler & Elschlager [67]. It differs from other tree models in that each of its nodes is modeled individually in a deformable form. Then, spring-like connections are used to connect different parts.
This special structure enables the PSM to have rich appearance variations. Also, the body parts in an articulated structure are inherently dependent on each other. Hence, imposing some articulated constraints on the tree model is helpful in body parts parsing. Kinematic Constraints between parts are modeled following Gaussian distributions [80].

Previously, in section 2.2 (Model-Based Vs. Model-Free) I discussed the difference between HPE model-based methods and mode-free methods. PSM is a model-based approach. Also, in section 2.3 (Model-Based HPE categories) I explained with examples the five classifications of model-based methods. PSM lies under spatial models.

The PSM had not been applied to HPE until investigated by Felzenszwalb and Huttenlocher [80] in 2005 as mentioned by [14]. Pictorial structures, which are generative 2D assemblies of parts, has now become the general framework for object detection. Currently, it is widely used for people detection and the most popular generative model in HPE according to [24].

3.1.3 PSM with “mini-part” of Yang & Ramanan

On one hand, the traditional models for object recognition parameterize parts solely by location, which simplifies both inference and learning. Such models have been shown in [80] to be very successful for object recognition. On the other hand, the dominant approach in Human Pose Estimation was to parameterize parts by both pixel location and orientation. In this way, the resulting structure can model articulation. From this, Yang & Ramanan introduced a novel unified representation [3] which combines both models, and they produced SoA results for human pose estimation.
The key idea in their work is to divide every body part or limb into a set of mini-part model as shown in Fig 3.4. “Mini-Part” model can approximate deformations. They do this with a many miniature part model that models the appearance of a single limb using multiple parts connected with springs. For example, the lower leg of the panda can be modeled with two parts and the torso of the panda can be modeled with four parts.

![Figure 3.4: "mini part" model](image)

Yang and Ramanan [3] proposed a mixture model in order to describe the body joints and their relationship. Each body joint is represented as a non-oriented mixture part as shown in Fig 3.5 (b), and each part is approximated to represent vertical or horizontal limbs as shown in Fig. 3.5 (c).

![Figure 3.5: PSM Spatial Relations](image)

(a) Shows the classic articulated limb model of Marr and Nishihara [79].
(b) Shows different orientation and foreshortening states of a limb, each of which is evaluated separately in classic articulated body models.
(c) Yang and Ramanan approximate these transformations with a mixture of non-oriented pictorial structures, in this case, tuned to represent near vertical and near horizontal limbs.
To illustrate, see their “mini” part model for modeling a lower arm. They visualize 3D transformations of an arm as 2D image foreshortening, as shown in Fig. 3.6, and rotation, as shown in Fig. 3.5 (b). They approximate these transformed images with a two-part model. If the arm rotates or foreshortens a lot, they use a different set of templates and springs. This means they use a pool of part templates and springs to capture such transformations.

![Figure 3.6: Lower arm mini part model](image)

In order to deal with high deformations of human body and changes in parameters of the body, model and appearance were learned simultaneously. This mixture of parts would result in having different trees, see Fig. 3.7. Multi-view trees represent an alternative because a global optimum can be found using dynamic programming, or branch and bound algorithms. Yang and Ramanan use HOG feature and deal with a single person in a single image, and their main technique was Non-Maximum Suppression (NMS) SVM.

![Figure 3.7: Different trees obtained from the mixture of parts](image)
The deformable mixture-of-parts, proposed by Yang & Ramanan in [3] for estimating human pose in static single 2D images, is a fast approach based on strong body part detectors. Flexible tree configuration was proposed, and encoding pairwise relations between consecutive body parts were provided. According to [24], Yang & Ramanan [3] achieves the best results which make it the SoA in 2D single Human Pose Estimation. Nevertheless, their approach is not ‘smart’ enough and suffers from the CBS problem.

3.2 HPE methods suffer from the CBS

In this section, I will relate some of the previous work in 2D human pose to the novel problem discussed in section 1.2 (Problem Definition). Therefore, in the following sections, I will show that current 2D HPE approaches have not considered different viewpoints of human bodysides, and therefore, they suffer from the CBS problem.

3.2.1 Methods do not consider the CBS

Many of the 2D HPE surveyed methods escape from addressing the CBS problem. They do not consider the CBS problem by not considering any difference between the two human body sides. They focus on detecting the body parts, i.e. limbs, irrespective of the viewpoint and regardless of the body side as shown in Fig. 3.8.
Some methods focus on detecting the body joints and representing all body parts with a single color as shown in the first row of Fig. 3.8. These methods have not considered the CBS problem since they do not differentiate between the two body sides, such as Andriluka et al. [62] as shown in Fig. 3.8 (a), and Fihl et al. [83], as shown in Fig. 3.8 (d). Other methods, recognizes the two body sides and set different colors for each joint, but they represent each symmetrical joint with the same color as shown in the second row of Fig. 3.8. These methods also have not taken into consideration the CBS, such as Eichner et al. [85] as shown in Fig. 3.8 (f), and Kaliamoorthi et al. [86] as shown in Fig. 3.8 (g).

The methods that have not taken into account the different viewpoints of the human body sides often measure the accuracy by referring to both symmetrical body joints using one term. For example, they use the term ‘Upper arms’ to address both: the ‘right arm’ and the ‘left arm’. Similarly, they use the term ‘Lower Legs’ to refer to both:
the ‘left leg’ and the ‘right leg’. Hence, they also have not taken into consideration the CBS problem. All of the methods estimate the human pose in 2D but some take the input as an image and others provide the input as a video sequence. Also, some methods focus on Upper-Body human pose estimation, some focus on Full-Body HPE, and some can work in both situations. In table 3.1, I have summarized the related work that do not address the CBS problem and sorted them chronologically.

<table>
<thead>
<tr>
<th>Year</th>
<th>First author</th>
<th>Dim</th>
<th>Images/video</th>
<th>Upper/Full body</th>
<th>Do not consider CBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>Andriluka [62]</td>
<td>2D</td>
<td>images</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2009</td>
<td>Eichner [85]</td>
<td>2D</td>
<td>images</td>
<td>Upper</td>
<td>✓</td>
</tr>
<tr>
<td>2010</td>
<td>Fihl [83]</td>
<td>2D</td>
<td>Videos</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2010</td>
<td>Eichner [88]</td>
<td>2D</td>
<td>Images</td>
<td>Upper</td>
<td>✓</td>
</tr>
<tr>
<td>2011</td>
<td>Vajda [82]</td>
<td>2D</td>
<td>Videos</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2012</td>
<td>Fei [87]</td>
<td>2D</td>
<td>images</td>
<td>Upper</td>
<td>✓</td>
</tr>
<tr>
<td>2012</td>
<td>Schiele [81]</td>
<td>2D</td>
<td>images</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2013</td>
<td>Kaliamoorthi [86]</td>
<td>2D</td>
<td>Videos</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2013</td>
<td>Andriluka [84]</td>
<td>2D</td>
<td>images</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2014</td>
<td>Luo [90]</td>
<td>2D</td>
<td>&lt;Both&gt;</td>
<td>&lt;Both&gt;</td>
<td>✓</td>
</tr>
<tr>
<td>2015</td>
<td>Pfister [89]</td>
<td>2D</td>
<td>Videos</td>
<td>Upper</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 3.1: Related work that do not consider the CBS problem
3.2.2 Methods suffer from the CBS

Although many 2D HPE methods have taken into account the two different human body side, they suffer from the CBS problem. This is mainly because of the symmetrical structure of the human body.

![Related work that suffers from the CBS problem](image)

Figure 3.9: Related work that suffers from the CBS problem

An approach suffers from the CBS problem when it is insensitive to the viewpoint. Hence, it confuses a certain body part with its symmetrical one. For instance, an HPE algorithm suffers from CBS when it recognizes the ‘Right hand’ correctly in one situation, then recognizes it as if it is the ‘Left hand’ in another
situation. Similarly, the same confusion happens with the \{shoulder, elbow, arm, wrist, hip, knee, and ankle\}.

As shown in Fig. 3.9 (a-e), although the algorithm successfully recognizes both symmetrical body parts and assigns different colors to each symmetrical pairs on the first row, it fails in being consistent when the viewing angle of the human changed, and hence, it confuses the entire right body side with the left body side on the second row in Fig. 3.9 (f-j). At the end, this leads to an *imprecise* final pose of the human.

In Fig. 3.10, once can notice that the 3D HPE algorithm, which also uses the Pictorial Structure Model, is able to locate the joints’ locations correctly. This is evident because the algorithm *always* colors the ‘Right leg’ with a *Cyan* color irrespective of the viewing angle of the person. This is because the problem is solved implicitly by providing multi-views of the same scene. Therefore, the 3D HPE methods do not suffer from the CBS problem by nature.

**Figure 3.10**: A 3D HPE method that does not suffer from the CBS problem [98]
The 2D HPE methods mentioned in this section have different input source. Some take the input as an image, some provide the input as a video sequence and other methods can work in both situations. Likewise, some methods focus on Upper-Body human pose estimation, some focus on Full-Body HPE, and some can work in both situations. In table 3.2, I have summarized the related work that suffers from the CBS problem and sorted them chronologically.

<table>
<thead>
<tr>
<th>Year</th>
<th>First author</th>
<th>Dim</th>
<th>Images/video</th>
<th>Upper/Full body</th>
<th>Suffer from CBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>2011</td>
<td>Sun [91]</td>
<td>2D</td>
<td>images</td>
<td>Upper</td>
<td>✓</td>
</tr>
<tr>
<td>2012</td>
<td>Eichner [16]</td>
<td>2D</td>
<td>&lt;Both&gt;</td>
<td>Upper</td>
<td>✓</td>
</tr>
<tr>
<td>2013</td>
<td>Dantone [92]</td>
<td>2D</td>
<td>images</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2013</td>
<td>Wang [93]</td>
<td>2D</td>
<td>images</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2013</td>
<td>Yang [3] (baseline)</td>
<td>2D</td>
<td>images</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2013</td>
<td>Toshev [94]</td>
<td>2D</td>
<td>images</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2014</td>
<td>Ouyang [95]</td>
<td>2D</td>
<td>images</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2014</td>
<td>Ramakrishna [96]</td>
<td>2D</td>
<td>images</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2014</td>
<td>Chen [18]</td>
<td>2D</td>
<td>images</td>
<td>&lt;Both&gt;</td>
<td>✓</td>
</tr>
<tr>
<td>2015</td>
<td>Bearman [99]</td>
<td>2D</td>
<td>images</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2016</td>
<td>Guo [97]</td>
<td>2D</td>
<td>images</td>
<td>Full</td>
<td>✓</td>
</tr>
<tr>
<td>2017</td>
<td>This research</td>
<td>2D</td>
<td>images</td>
<td>Full</td>
<td>No</td>
</tr>
<tr>
<td>2013</td>
<td>Sikandar [100]</td>
<td>3D</td>
<td>Videos</td>
<td>&lt;Both&gt;</td>
<td>No</td>
</tr>
<tr>
<td>2016</td>
<td>Vasileios [101]</td>
<td>3D</td>
<td>Videos</td>
<td>Full</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 3.2: Related work that suffers from the CBS problem
CHAPTER FOUR

PROPOSED APPROACH

In this research, I will propose a generic solution to solve the Confusion of Body Sides (CBS) problem in 2D Human Pose Estimation algorithms surveyed on section 3.2. The proposed approach consists of four main components: 1) Human Body Detection; 2) Human head detector; 3) Human Face Pose Estimation to be used as a face verifier 4) 2D HPE algorithm that is insensitive to the human viewing angle; The proposed approach is employed to solve the CBS problem and hence give very accurate human body parts localization and Pose Estimation in 2D images.

This chapter is organized as follows: On section 4.1 I will explain the proposed approach and its components; section 4.2 explains the evaluation methodologies we use to compare the results of different experiments conducted in chapter six. Finally, section 4.3, defines the used software libraries used in the proposed approach.

4.1 The Proposed System Architecture

According to the conducted research on the 2D HPE methods surveyed in chapter 3, one can note that many 2D HPE are insensitive to the human viewing angle. Because the 2D image viewing point is not taken into consideration, the algorithm suffers from the CBS problem. Therefore, our approach proposes a new methodology to tackle the viewpoint changes in 2D images when estimating the human pose. The proposed system consists of four main components as shown in Fig. 4.1.

4.1.1 Human Body Detection

As a first step, we need to locate the human in the 2D image. To do so, we have three options: 1) Use a separate human detection algorithm; 2) Train our own Human
Detector, or 3) Use the human detection that comes with the 2D HPE algorithm (if it has one). We have chosen the third option in our experiments for two main reasons: 1) to avoid adding time and space complexity on the system. 2) Our scope is not to provide the best accuracy in human detection; rather, it is to test the effectiveness of our proposed architecture with the minimal number of additional components.

**Figure 4.1:** System Components for Viewpoint-Invariant 2D HPE

**4.1.2 Human Head Localization**

This stage takes input from the previous stage and feeds the output to Face Pose Estimation stage. For this component, we also have a design choice of 1) use an external Human Head Localization algorithm, such as VGG head detector by [102] or the SoA CNN head detector [103], 2) Train our own Human Head Detector, or 3) Use the human head localization that comes with the 2D HPE algorithm (if it has one). We chose the third option for the reasons discussed in section 6.9.5. The internal head detector in the PSM uses Histogram of Oriented Gradient (HoG) features and Support Vector Machine (SVM) as a classifier. The final human pose is highly dependent on this step. Therefore, it is better to perform single experiments to test the accuracy of the ‘Head Localization’ component before using it in the proposed system.
4.1.3 Face Pose Estimation

This stage takes input from the previous stage and feeds the output to the HPE algorithm. Also, the final pose is highly dependent on the previous component and on this component. Therefore, we will conduct a set of experiments first on this component before inserting it into the pipeline. Because nearly all 2D HPE datasets don’t come with face annotation ground truth, we will label 3 different datasets to be able to evaluate this component. In this component, we chose to use ‘Viola-Johns’ Object Cascade detector as an external Face Detection algorithm due to the reasons discussed on session 6.12.5. It is used as a face verifier then we input the results to the next stage.

4.1.4 2D HPE algorithm

To provide a fair evaluation, we should first re-implement a prominent 2D HPE algorithm to be used as a baseline. We chose the 2D HPE algorithm of Yang and Ramanan [3] to improve its accuracy due to the reasons discussed in section 6.1.2. They use the Pictorial Structure Model (PSM) surveyed in section 3.1. They use HoG features to encode human appearance and a dedicated SVM classifier for each body part. Then, we will replicate its results on the author’s data set using their evaluation method. Afterward, as shown in Fig. 4.2, we will run the baseline vs. [baseline +CBS solver] in a pipelined architecture on three different datasets to evaluate the final system.

In the pipelined architecture in Fig. 4.2, there are two main preprocessing stages. The first one is ‘Scale down the resolution’. That preprocessing stage reduces the input image resolution to be of lower size e.g. 220x220 pixel. This stage is necessary to decrease the system running time; however, skipping this stage will not affect the accuracy for high resolution images. The second one is ‘Scale up the head patch’. The extracted head patch is then scaled up by 4.0 bicubic interpolation. This preprocessing stage is necessary because 1) we want to look for faces of size 60x60 pixels in that
patch; 2) working with very lower resolution of head patches decrease the chance of finding faces in the head patch.

Figure 4.2: Processing Pipeline of SHAPE [2D HPE + CBS solver]
4.2 Evaluation Methodology

In this section, I will explain 3 Methods used in evaluation: 1) Confusion Matrix; 2) Percentage of Correctly estimated body Parts (PCP) which is used in many 2D HPE approaches in the literature; 3) Probability of Correct Keypoint (PCK). Finally, I will give a detailed example on how to compute the PCK evaluation.

4.2.1 Confusion Matrix

We use confusion matrix in the evaluation of experiments 10, 11 and 12.

\[
Sensitivity = \frac{TP}{TP + FN} \tag{1}
\]

\[
Specificity = \frac{TN}{TN + FP} \tag{2}
\]

\[
Precision = \frac{TP}{TP + FN} \tag{3}
\]

\[
Recall = \frac{TP}{TP + FP} \tag{4}
\]

\[
Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \tag{5}
\]

All of these measures depend on the following four parameters:

TP: positive-labeled samples that were correctly classified.

TN: negative-labeled samples that were correctly classified.

FP: negative-labeled samples that were incorrectly classified.

FN: positive-labeled samples that were incorrectly classified.

<table>
<thead>
<tr>
<th>Actual Negative</th>
<th>Predicted Negative</th>
<th>Predicted Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>TN</td>
<td></td>
<td>FP</td>
</tr>
<tr>
<td>FN</td>
<td></td>
<td>TP</td>
</tr>
</tbody>
</table>

Table 4.1: Calculation of Confusion Matrix
4.2.2 **PCP Evaluation**

In this section, I will briefly mention a common evaluation criterion introduced in the Buffy Stickmen dataset [71], which is called *Percentage of Correctly estimated body Parts* (PCP). Afterward, I will discuss in details the evaluation criterion used to measure the accuracy of the experiments in this research. The evaluation method is called *Probability of Correct Keypoint* (PCK) and it was first introduced by [17].

In PCP [71], an estimated body part is counted as correct if its segment endpoints lie within t% of the length of the ground-truth segment from their annotated location. This means a body part is considered correctly localized if its endpoints are closer to their ground-truth locations than a threshold (on average over the two endpoints). In [71] the authors recommend taking PCP at t=20% (strict) or t=50% (tolerant, this is the setting set by default). In other words, an estimated body part is labeled as correct if its segment endpoints lie within 50% of the length of the ground-truth annotated endpoints.

Because of the aforementioned tolerance of the threshold, [17] concluded that PCP criterion was clearly crucial and influential in quantitative evaluation. Also, PCP is sensitive to the amount of foreshortening of a limb, and hence can be too loose a measure in some cases and too strict a measure in others. At last, PCP requires candidate and ground-truth pose to be placed in correspondence but does not specify how to obtain this correspondence. Therefore, in this research, I am evaluating the experiments using PCK evaluation method.

4.2.3 **PCK Evaluation**

PCK means Probability of Correct Keypoint. In PCK [17], given a bounding box of the human in the 2D image, a pose estimation algorithm must report the
estimated key point locations for body joints. An estimated key point is considered to be correct, i.e. true positive, if the key point falls within alpha (a) * scale (s) pixels of the ground truth (GT) key point, where \( a \) is a threshold, and the scale (s) is the maximum of the height (\( h \)) and the width (\( w \)) of the human bounding box respectively:

\[
f(x) = \max(h, w)
\]  

(6)

This means that the PCK measure considers a detection as a correctly localized body joint if the Euclidian distance (\( d \)) between the detected position and the ground truth position is less than or equal to alpha (\( a \)) * scale (\( s \)) pixels.

\[
f(x) = \begin{cases} 1, & d \leq a \times s \\ 0, & \text{otherwise} \end{cases}
\]  

(7)

Therefore, the following are needed to obtain the PCK evaluation:

1. The ground truth key point of the body joint.
2. The detected key point of the body joint.
3. The threshold alpha (\( a \)).
4. The bounding box of the person to get the scale (\( s \)).
5. The distance (\( d \)) between the GT key point and the estimated key point.

The first requirement, which is the ground truth location of the body joints, is given through manually annotating fourteen joints of each human in the image. Also, the second requirement, which is the detected locations of the body joint, is reported back by the human pose estimation algorithm.

The third requirement is the threshold alpha (\( a \)). \( a \) controls the relative threshold for considering correctness. Varying the PCK threshold corresponds to varying the desired accuracy. The less the value of the threshold the more strict the evaluation is. Hence, more accurate results could be obtained. For instance, when \( a = 0.1 \), the
evaluation is very strict, whereas when $\alpha = 0.9$ the evaluation is very tolerant. In this research, I use $\alpha = 0.1$ on both the ‘Image PARSE’ and ‘Humans AUC’ dataset evaluation.

The fourth requirement is to have a bounding box on the human in the image. This is needed to get the scale. The scale is the maximum value of the bounding box width ($w$) and height ($h$). When the bounding box location is not available, we can infer it from the ground truth of the body joints as shown in Fig. 4.3.

The fifth requirement is the distance between the estimated key point and the ground truth key point. In PCK, the Euclidian distance is calculated to measure the distance between two points. Hence, when the Euclidian distance ($d$) is less than or equal $\text{thresh} \times \text{scale}$, the estimated joint location is deemed true.

Figure 4.3: Obtaining the human bounding box from the ground truth

(a) A 2D image contains a human without a bounding box [2].
(b) Extracting the bounding box based on the joints’ ground truth.
*The image is extracted from PARSE dataset number im0102.

Fig 4.3 illustrates how to calculate the bounding box of the human given the ground truth key points of the body joints. There was no bounding box on the human in Fig. 4.3 (a). However, since we have the XY location of the fourteen human joints \{Head, Neck, Right Shoulder, Right Arm, Right Wrist, Left Shoulder, Left Arm, Left
Wrist, Right Hip, Right Knee, Right Ankle, Left Hip, Left Knee, Left Ankle} as ground truth data, we can infer the bounding box of the human.

For example, when we search for the greatest value of X and the greatest value of Y in all key points, we get 184 and 182 respectively. Likewise, when we search for the minimum values of X and Y, we get 144 and 122 respectively. To obtain the bounding box of the human body, and accordingly the size (h, w) of the bounding box, we subtract the great X from the minimum X to obtain the width 184-144 = 40, and the greatest Y from the minimum Y to obtain the height 182-22= 160. Thus, it is easy to get the largest value of the height and the width. In this case, the scale = max(160, 40) = 160.

4.2.3.1 Computing Euclidian Distance

In PCK evaluation criterion, Euclidian distance is calculated to measure the distance between two points. Euclidian distance can be obtained by calculating the Sum of Squared Differences (SSD) between the two points in the 2d image.

![Diagram](image)

Figure 4.4: Calculation of Euclidian Distance

(a) Two point A and B with unknown distance.
(b) Drawing a right angled triangle between the two points
(c) Calculating the two other sides of the triangle.

Let us call the two points A and B as shown in Fig. 4.4 (a). We can run lines down from A, and along from B, to make a right angled triangle as shown in Fig. 4.4 (b). We know that: \( C^2 = A^2 + B^2 \) from Pythagoras. Now label the coordinates of points A and B. as shown in Fig 4.4 (c).
• $X_A$ means $x$-coordinate of point $A$.
• $Y_A$ means $y$-coordinate of point $A$.
• The horizontal distance $a$ is $(X_A - X_B)$.
• The vertical distance $b$ is $(Y_A - Y_B)$

Now we can solve for $c$ (the distance between the points):

$$C^2 = (X_A - X_B)^2 + (Y_A - Y_B)^2 \quad (8)$$

$$C = \sqrt{(X_A - X_B)^2 + (Y_A - Y_B)^2} \quad (9)$$

### 4.2.4 Computing PCK

As discussed in section 4.2.3, PCK evaluation needs five requirements: the ground truth position of joints, the detected position reported by the HPE algorithm, the threshold alpha, the scale, and the Euclidian distance between the ground truth position and the detected position. In the example shown in Fig. 4.5, there are two joints that we want to evaluate their results using PCK, which are: the left knee (called the right knee in PARSE dataset), and the left wrist (called the right wrist in PARSE dataset) [2].

**First**, the ground truth position values for ‘left knee’ and for the ‘left wrist’ are (170, 143) and (180, 115) respectively. They are colored in two green dots. **Second**, the detected positions reported by the HPE algorithm for the ‘left knee’ and for the ‘left wrist’ are (168, 136) and (181, 90) respectively. They are colored in two red dots. **Third**, I always evaluate using the threshold alpha $\alpha = 0.1$ (strict evaluation). **Fourth**, the scale $s=160$, which is the maximum of the bounding box height and width as shown in Fig. 4.3 (a). **Fifth**, the Euclidian distance (SSD) between the ground truth position and the detected position of
the ‘left knee’ and for the ‘left wrist’ are 7 pixels and 25 pixels respectively.

Now we are ready to compute the PCK.

![Image of PCK evaluation criterion](image)

**Figure 4.5:** Computing PCK evaluation criterion
(a) The human bounding box inferred in Fig 4.3.
(b) The ground truth points and the detected points for 2 human joints.
*The image is extracted from PARSE dataset number im0102.

As discussed in section 4.2.3, the detected body joint is considered to be true positive if the distance between the ground truth position and the detected position is less than or equal a certain number of pixels as denoted by $f(x) = \begin{cases} 1, & d \leq \alpha \ast s \\ 0, & \text{otherwise} \end{cases}$

In Fig. 4.5 (b), the maximum allowed distance = 16 pixels ($0.1 \ast 160$). This means that the joint is considered successfully localized if the computed SSD is below or equal 16 pixels. This is more accurate than PCP [71] because the maximum allowed distance is computed for each human in the image depending on the bounding box size.

Hence, the ‘left knee’ detected point is considered true positive whereas the ‘left wrist’ detected point is considered false positive. When $\alpha = 0.1$, eleven joints were classified as true positive, i.e. their SSDs were less than or equal to 16 pixels while only three joints were classified as false positive, and they are 'left wrist', 'left elbow', and 'right wrist'. When $\alpha = 0.2$, the maximum allowed distance will be 32 pixels ($0.2 \ast 160$) therefore we have only one false positive which is the ‘right wrist’ (SSD=40). In all experiments, I chose $\alpha = 0.1$. 
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4.3 **Software libraries used**

4.3.1 **MATLAB 9.2**

MATLAB (matrix laboratory) is a multi-paradigm numerical computing environment that allows matrix manipulations, plotting of functions and data, implementation of algorithms, creation of user interfaces, and interfacing with programs written in other languages, including C, C++, C#, Java, Fortran and Python.

4.3.2 **Open CV 3.0**

OpenCV (Open Source Computer Vision) is a library of programming functions mainly aimed at real-time computer vision. Originally developed by Intel. The library is cross-platform and free for use under the open-source BSD license.

4.3.3 **CUDA 8.0**

CUDA is a parallel computing platform and application programming interface (API) model created by Nvidia. It allows software developers and software engineers to use a CUDA-enabled graphics processing unit (GPU) for general purpose processing.

4.3.4 **Visual Studio 14.0**

Microsoft Visual Studio is an integrated development environment (IDE) from Microsoft. It is used to develop computer programs for Microsoft Windows, as well as web sites, web apps, web services and mobile apps. It can produce both native code and managed code.
CHAPTER FIVE

PROPOSED DATASET: HUMANS AUC

In this chapter, I will discuss another contribution of this research which is the ‘Humans AUC’ dataset. First, I will mention some of the previous work in 2D human pose datasets. Afterward, I will discuss the dataset specifications, hardware and software used, video synchronization and annotation process, and the camera calibration setup orderly.

5.1 Related Work

There exist many 2D human pose estimation datasets in the field. Some focus on the ‘Upper-Body’ such as the Buffy Stickmen dataset [105] while others focus on the ‘Full-Body’ such as Leeds Sport Pose dataset (LSP) [106]. In table 4.1, I have summarized some of the widely used datasets by the human pose estimation approaches. The last row is the ‘Humans AUC’ dataset presented in this research.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Video/images</th>
<th>Type</th>
<th>Dim</th>
<th>Viewing angle</th>
<th>Single Person</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPII Human Pose [107]</td>
<td>Images</td>
<td>Full</td>
<td>2D</td>
<td>Monocular</td>
<td>&lt;Both&gt;</td>
</tr>
<tr>
<td>Buffy Stickmen [105]</td>
<td>Videos</td>
<td>Upper</td>
<td>2D</td>
<td>Monocular</td>
<td>✓</td>
</tr>
<tr>
<td>PASCAL Stickmen [108]</td>
<td>Images</td>
<td>Upper</td>
<td>2D</td>
<td>Monocular</td>
<td>✓</td>
</tr>
<tr>
<td>Synchronic Activities [109]</td>
<td>Images</td>
<td>Full</td>
<td>2D</td>
<td>Monocular</td>
<td>Multi</td>
</tr>
<tr>
<td>FLIC-motion [110]</td>
<td>&lt;Both&gt;</td>
<td>&lt;Both&gt;</td>
<td>2D</td>
<td>Monocular</td>
<td>Multi</td>
</tr>
<tr>
<td>Parse [111]</td>
<td>Images</td>
<td>Full</td>
<td>2D</td>
<td>Monocular</td>
<td>✓</td>
</tr>
<tr>
<td>Leeds Sports Pose [106]</td>
<td>Images</td>
<td>Full</td>
<td>2D</td>
<td>Monocular</td>
<td>✓</td>
</tr>
<tr>
<td>Human Pose in Wild [112]</td>
<td>Images</td>
<td>Upper</td>
<td>2D</td>
<td>Monocular</td>
<td>✓</td>
</tr>
<tr>
<td>Humans AUC Dataset</td>
<td>&lt;Both&gt;</td>
<td>Full</td>
<td>2D-3D</td>
<td>Monocular-Multi-view</td>
<td>&lt;Both&gt;</td>
</tr>
</tbody>
</table>

Table 5.1: 2D Human Pose Estimation Datasets
5.2 **Dataset Specifications**

In the ‘Humans AUC’ dataset, we present a set of video files that were recorded for 70 human participants. We have categorized them randomly across 17 groups. So, each group has three, four, or five volunteers. For each group, we ask them to do five scenarios while the cameras were recording. Four cameras were mounted in a laboratory room at height of roughly four meters. A fifth camera is used on front of the laboratory door, but it was not used in the experiments since the four cameras cover the four views well.

It would be a good idea to mount the cameras at various heights to capture different out of plan views. However, in some HPE datasets the cameras were mounted at fixed height to increase the overlap area as much as possible. An overlap area is where the entire body of the human body is visible in all mounted cameras. The overlap area is our setup is almost one meter square. There is only one entrance and two exits. We call the entry and the exit points: Entry 1, Exit 1 and Exit 2. We have been granted the permission by the Intuitional Review Board (IRB) at the American University in Cairo to start collecting the video samples of human participants.

The ‘Humans AUC’ dataset consists of 425 video files. The length of each video is roughly 30 to 90 seconds. The frame rate is 30 frame per second (FPS). The dataset videos are in the AVI file format. Most of the actions performed by the human participant are walking and sitting actions. Frames were extracted from the video files using the AUC annotation tool. For example, 425 frames were extracted from group 13 and used in chapter six.
5.3 **Hardware Used**

We have captured the frames using five High Definition (HD) cameras of type Bosch DINION IP dynamic 7000 HD with Power over Ethernet (PoE) feature. We used D-Link 8 ports Gigabit Web Smart PoE Switch. The lens used with these cameras is of type Ricoh FL-HC6Z0810 8-48mm. We have used 4 laptops of different specifications, such as core i3, core i5, and core i7 Intel processors. That is only to distribute the recording load so that we can guarantee we don’t miss out frames. In order to synchronize the four cameras we must record all videos with the same FPS. Recording 4 cameras using one computer makes this FPS very difficult to achieve. Each laptop captures one video at a time so that no lag happens between the frames in the recorded video file, and hence, no frames will be dropped (See Fig. 5.1).

![Figure 5.1: The environment setup shows a live feed from the 4 cameras](image)
5.4 Software Used

We first experimented with the VLC player. Two main problems were encountered when using the VLC player and recorder. These problems are: first, the inaccurate functionality of setting the frame per second when recording. Second, the lag that is obvious between video frames although all hardware resources were available to the VLC player. Therefore, we have used a software by BOSCH to acquire image frames. It is called BOSCH Video Client version 1.7.1 and it works under Windows. Therefore, we have collected the dataset on Windows 10.

We have used a software called Format Factory. Format Factory is a free and multifunctional, multimedia file conversion tool. We have converted the entire dataset from the uncompressed MPG format to the AVI format, keeping the same FPS and the frame apparent quality. This process has reduced the size of a single video file from ~240 MB to only 40 MB, which is roughly 86% decrease in size. After converting the entire dataset, the 425 files are of size 12 GB. One last problem is that the 5 videos that were taken for each scenario are not synchronized, which is the issue to be discussed in the following section.
5.5 Video Synchronization

The dataset contains 425 video files. Each scenario was recorded using four concurrent, but not synchronized, cameras. It is important to synchronize the video files of each scenario in case of 3D Human Pose Estimation, but in 2D Human Pose Estimation, it is not required to synchronize the cameras. Therefore, in this research, there is no need to synchronize the video files but we are providing synchronous video files in this dataset to be useful to other domains as well.

Synchronizing the video files means that a frame $F_1$ taken from video 1 (captured by Cam1) should be equivalent to frame $F_2$ (captured by Cam2) at a given time $t$. For example, frame number 100 in the video sequence of Camera 1 should correspond to frame 100 in the video sequence of Camera 2 with no delay, and so on.

Two main challenges we faced to synchronize each 5 video files of each scene together. The first challenge is that, we should make sure of the five recorded video were captured and recorded at the same frame rate. Not having the same rate would make it very difficult to synchronize the video files. This challenge was resolved by using the BOSCH Video Client software and by assigning one computer to each camera. This was necessary because making one computer records data from 2 or 3 cameras lower the frame rate.

The second challenge is that the need for a synchronize method. Two methods were proposed, the first one is by using an audio signal. That is by using microphones for each camera then use a clapperboard to make a common start point for all the five cameras. However, the HD BOSCH DINION 7000 cameras did not contain build in microphones. Therefore, we resorted to the second method.
The second method is by using a visual signal. For example, using a laser pointer on the overlap area which is an area of size 1x1 meter that is visible by all of the four cameras that record the human participant from the different four angles. The BOSCH cameras, however, were not able to detect the wavelength of the laser pointer. Accordingly, we have resorted to another visual signal. That was by turning off the light then turning it back on again while the 5 cameras are recording and right before the volunteer enters through Entry 1. That would work as a visual mark on all videos for later processing.

After we finished recording the 17 groups with placing the visual marks on each scenario, we needed to manually synchronize each 5 videos together based on the visual mark we set earlier before the volunteer enters the room. The manual synchronization idea is applied by removing all the frames from the starting frame, which is frame zero, to the frame at which the light started to appear again. This process has been done manually to each of the 425 video files because we needed to search through each video frame by frame for our visual mark.

We used Adobe Premiere version 6.0 to provide us with three tasks: 1) Search in the video sequence frame by frame for the visual marker, 2) Remove the frames from frame 0 to the frame at which the visual signal appears, 3) Save the new processed video after cropping the starting frames. The only drawback is that Adobe Premiere increased the size of the input video file from ~40 MB to almost ~100 MB. That increased the dataset from 12 GB to about 25 GB. We have used Format Factory again to reduce the dataset size. ‘Humans AUC’ dataset final size was nearly 19 GB, and it was organized in 17 groups each group contains 5 scenarios, and each scenario has 5 synchronized video files. Annotating the frames is discussed in the following section.
5.6 **Frame Annotation**

We have developed a tailored utility to help us to annotate the ‘Humans AUC’ dataset. We call the utility: AUC Annotation Tool version 6.0 (see Fig. 5.2).

![Figure 5.2: AUC Visual Annotation Tool version 6.0](image)

The annotation tool has an easy-to-use Graphical User Interface, and it provides many functionalities. The annotation tool provides the ability to set 14 joint locations of the human body in the following order: head, neck, right shoulder, right elbow, right wrist, left shoulder, left elbow, left wrist, right hip, right knee, right ankle, left hip, left knee, left ankle. Many features were included as well.

In addition, we have developed another tool to do some preprocessing on the annotated ground truth before using them in any testing or evaluations. We called this tool AUC Pre-processing Batch Tool 5.0 as shown in Fig. 5.3.
The Batch Pre-processing tool is a console application that provides the following functionalities on the annotated ground truth images: 1) See the imposing of the ground truth limb locations on the image frame; 2) Crop volunteers from frames; 3) Resize images to the preferred width and height with or without maintaining aspect ratio; 4) Rename all frames and sort them by scenario; 5) Rename all frames and sort them by Camera view.

Using this small batch tool, we can manipulate the images frames with the ground truth and produce any size of human participants in the dataset. There is a batch script we have written in Matlab to parse these text files into Matlab ground truth according to any specific order.
5.7 Camera Calibration

Camera calibration is the first step towards computational computer vision. Even though some information concerning the measuring of scenes can be obtained by using uncalibrated cameras [113], calibration is essential when metric information is needed. The use of precisely calibrated cameras makes the measurement of distances in a real world from their projections on the image plane possible [114]. In 2D Human Pose Estimation, it is not required to calibrate the cameras. Therefore, in this research, there is no need to calibrate the cameras but we are providing calibrated camera parameters in this dataset to be useful to other domains as well.

We are providing the images that can be used to compute the camera calibration parameters for each camera. We are also providing the camera calibration parameters for each camera.

![Figure 5.4: Checkerboard used in camera calibration](image)

We used Matlab to do the camera calibration and to provide the camera parameters. Two requirements are needed to compute the camera parameters successfully. First, we need to capture at least 20 images of something that is easy to
be recognized like the checkerboard shown in Fig. 5.4. Second, we have to input the size of the checkerboard square in the real world so that the camera calibration can compute the distance from the camera and calculate the extrinsic and the intrinsic camera parameters. We have provided about 50 images taken by each camera, and the size of the checkerboard square in real world is 10 centimeters.

After performing the camera calibration process, we will have the camera extrinsic and intrinsic parameters. Intrinsic parameters are the internal camera specifications like the focal length. The extrinsic parameters are like the rotation matrix. Knowing these parameters, we will be able to determine how far an object is from the camera. As shown in Fig. 5.5, the calibration process were able to plot where the camera is with respect to the 40 images that were taken for the checkerboard. The figure below shows camera 2 at the corner and the orientation of the checkerboard in each of the 40 images.

![Figure 5.5: Camera calibration (Extrinsic Parameter Visualization)](image-url)
CHAPTER SIX

EXPERIMENTAL RESULTS AND EVALUATION

In this chapter, I will discuss 15 experiments categorized into three sets of experiments. I will demonstrate the results of building, testing, running, and evaluating a baseline approach in the experiments from 1 to 6. Afterward, I will discuss the conducted work of our proposed approach in experiments from 7 to 12. Finally, I will evaluate the final results of our proposed solution to the CBS problem in experiments from 13 to 15. Each experiment will have its objective, methodology, results, and discussion sections.

6.1 Experiment 1: Evaluating a 2D HPE Baseline

6.1.1 Objective

We need to choose a notable 2D HPE algorithm, re-implement it, replicate the author’s results, and show qualitatively and quantitatively that it suffers from the confusion of Body Sides problem discussed in section 1.2.

6.1.2 Methodology

First, we need to find a notable 2D HPE approach, rebuild it, then test it qualitatively. Next, we want to reproduce the quantitative results of its authors using their dataset and their evaluation methodology (PCK). Hence, from the 2D HPE approaches surveyed on section 3.2.2, we chose the work of Yang and Ramanan [3]. They estimate the human pose in 2D images using the Pictorial Structure Model (PSM) discussed in section 3.1. Their approach was reported by a recent survey [24] to be the SoA approach for 2D HPE.
6.1.3 Results

Figure 6.1: Qualitative results of 2D HPE baseline [3] on random test images

Figure 6.2: Implemented baseline [3] suffers from the CBS on three datasets
(a) Estimating pose on two images taken from ‘Image PARSE’ dataset.
(b) Estimating pose on two images taken from ‘KTH Multiview Football’ dataset.
(c) Estimating pose on two images taken from ‘Humans AUC’ dataset.
(d) Color legend of baseline [3] extracted from their paper [17].

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Image PARSE [205 images]</th>
<th>Image Size</th>
<th>150x150</th>
</tr>
</thead>
<tbody>
<tr>
<td>Points</td>
<td>Head</td>
<td>Shoulder</td>
<td>Elbow</td>
</tr>
<tr>
<td>Accuracy</td>
<td>89.3</td>
<td>84.4</td>
<td>67.3</td>
</tr>
<tr>
<td>Mean PCK</td>
<td>72.0 %</td>
<td>Total Time</td>
<td>Time/Image</td>
</tr>
</tbody>
</table>

Table 6.1: Our Quantitative Results of Baseline [3] on PARSE
6.1.4 Discussion

We have retrained the PSM model in baseline approach [3], then we tested it on a random set of 10 human images as shown in Fig. 6.1 (a). Because each body part has its own SVM classifier, the algorithm detects all the different body parts and mark a bounding box on the detected part as shown in Fig. 6.1 (b). After detecting all body parts, then a skeleton could be drawn based on the detected bounding boxes as shown in Fig. 6.1 (c).

The next step is to test the baseline approach with different viewpoints of humans to check if it suffers from the CBS problem. As shown in Fig. 6.2, the baseline approach is insensitive to the human viewpoint when estimating the human pose. Thus, it is incapable of correctly localizing the human body parts shown in the first row of Fig. 6.2 when compared to the second row. To elaborate, we cannot match the legend in Fig. 6.2 (d) to both rows of Fig. 6.2 at the same time. That means that the baseline approach confuses the left body side with the right one due to the symmetrical structure of the human body. Hence, the approach in [3] suffers from the CBS problem.

Afterward, we needed to reproduce all the results Yang and Ramanan have obtained on their dataset ‘Image PARSE’ using the same evaluation metric: Probability of Correct Keypoint (PCK) (see section 4.2.3 for more details). As reported in [3], the authors scored a total accuracy of 72.9% on a subset of Parse dataset. Particularly, they used images from 101 to 305 (205 images). In table 6.1, we show our obtained results on the same subset of the PARSE dataset. One can note that we scored a very close accuracy, which is 72.0%. Now we have a running baseline that needs some enhancements.
6.2 Experiment 2: Speeding up the Baseline Approach

6.2.1 Objective

Speed up the human estimation process of the baseline approach by decreasing the time to estimate the human pose in a single image (Time/Image).

6.2.2 Methodology

The basic task which greatly consumes much time in detecting the human joint locations is the convolution process that takes place in the detecting function. I will utilize the Multi-threading convolution with SSE instruction presented by Ross Girshick in [115][116] instead of the basic sequential convolution.

6.2.3 Results

<table>
<thead>
<tr>
<th>Points</th>
<th>Accuracy</th>
<th>Head</th>
<th>Shoulder</th>
<th>Elbow</th>
<th>Wrist</th>
<th>Hip</th>
<th>Knee</th>
<th>Ankle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td></td>
<td>89.3</td>
<td>84.4</td>
<td>67.3</td>
<td>46.6</td>
<td>76.1</td>
<td>74.1</td>
<td>66.1</td>
</tr>
<tr>
<td>Mean PCK</td>
<td>72.0 %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Time</td>
<td>2.0 min</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time/Image</td>
<td>0.6 sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: PSM on PARSE [SSE]

6.2.4 Discussion

When using SSE convolution the time/image dropped drastically from 2.1 sec seconds as shown in table 6.1 to 0.6 seconds. That is nearly 4X the speed of the original baseline with basic convolution while maintaining the same accuracy. Therefore, all the following experiments will use SSE multi-threading convolution instead of the basic sequential convolution. For detailed PC specifications and software used to obtain these timings, please refer to section 6.16.
6.3 **Experiment 3: Correcting the Baseline Ground Truth Labels**

6.3.1 **Objective**

We discovered that the baseline approach by [3] suffers from the CBS problem in qualitative evaluation as shown in Experiment 1 Fig. 6.2. However, this degradation in accuracy is not shown in their quantitative results. So, we have analyzed their approach and found out that the ground truth labels of the ‘Image PARSE’ dataset are not consistent. This means that the order of human joints is not the same across the whole dataset. In ‘Image PARSE’ dataset, Ramanan uses one order for joints of people viewed from the front, and the opposite order for joints of people viewed from the back.

This provides unfair quantitative results if we want to differentiate between different human body sides. The objective here is to measure the correct accuracy with a consistent ground truth labels with one order across all images of the ‘Image PARSE’ dataset.

6.3.2 **Methodology**

We generated a consistent ground truth labels with one order along the whole ground truth labels. That is by reversing back the joints’ order of people viewed from the back to have the same order to that of people viewed from the front. Then we test the baseline on PARSE dataset again using the corrected ground truth labels.

6.3.3 **Results**

<table>
<thead>
<tr>
<th>Points Accuracy</th>
<th>Head</th>
<th>Shoulder</th>
<th>Elbow</th>
<th>Wrist</th>
<th>Hip</th>
<th>Knee</th>
<th>Ankle</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>89.3</td>
<td>79.3</td>
<td>61.7</td>
<td>43.7</td>
<td>74.4</td>
<td>69.5</td>
<td>62.9</td>
</tr>
<tr>
<td>Mean PCK</td>
<td>68.7%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Time</td>
<td>2.0 min</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time/Image</td>
<td>0.6 sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 6.3:** Baseline on PARSE with a Corrected Ground Truth Labels.
6.3.4 Discussion

In the ‘Image PARSE’ dataset [2], the author used the following order for the people viewed from front:

\{lank, lkne, lhip, rhip, rkne, rank, lwr, lelb, lsho, rsho, relb, rwr, hbot, htop\}

Whereas the author used the opposite order for the people viewed from the back:

\{rank, rkne, rhip, lhip, lkne, lank, rwr, relb, rsho, lsho, lelb, lwr, hbot, htop\}

Ordering the ground truth labels this way will trick the evaluation function in the baseline, which uses only one fixed order. It will make the baseline mistakenly not suffer from the CBS problem. For example, if the person is viewed from the back, the baseline evaluation will compare the estimated ‘left ankle’ location with the ‘right ankle’ location in the ground truth, and the baseline will mark this joint location correct if they match, which is inconsistent and imprecise.

I have set the ground truth order (with respect to the person in the image) to be:

\{rank, rkne, rhip, lhip, lkne, lank, rwr, relb, rsho, lsho, lelb, lwr, hbot, htop\} for all images in the dataset, which is the same order of the baseline evaluation function. As expected, the accuracy dropped from 72.0% to 68.7% when we used a consistent ground truth for ‘Image PARSE’ dataset due to the fact that the baseline suffers from the CBS problem. That’s the accurate accuracy that we should compare our results to. It worth mentioning that it only dropped few percentages because the dataset is not balanced. While the test set of 205 images contains roughly 187 images of people viewed from the frontal view, only 18 images contain people from the back view. We expect the accuracy to drop even more if the dataset is balanced and uses consistent ground truth label. Consequently, we have collected our own balanced dataset: Humans AUC to test the baseline approach on.
6.4 **Experiment 4: The Baseline on ‘KTH Multiview Football’**

6.4.1 **Objective**

Report the accuracy of the baseline approach in [3] on another popular dataset in Human Pose Estimation that contains balanced data.

6.4.2 **Methodology**

We have run the baseline approach on 1000 images from a popular 2D HPE dataset from the literature which is called ‘KTH Multiview football II’ [1]. It contains 5907 annotated images from 3 different views of a single football player.

6.4.3 **Results**

<table>
<thead>
<tr>
<th>Points</th>
<th>Head</th>
<th>Shoulder</th>
<th>Elbow</th>
<th>Wrist</th>
<th>Hip</th>
<th>Knee</th>
<th>Ankle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>92.3</td>
<td>45.3</td>
<td>34.4</td>
<td>27.0</td>
<td>44.7</td>
<td>39.6</td>
<td>26.7</td>
</tr>
</tbody>
</table>

Mean PCK: 44.3 %

Total Time: 15.5 min

Time/Image: 0.9 sec

<table>
<thead>
<tr>
<th>Dataset: KTH [1000 images]</th>
<th>image size: 250x250</th>
</tr>
</thead>
</table>

Table 6.4: Baseline on KTH Multiview Football Dataset

6.4.4 **Discussion**

Three main reasons are behind choosing this dataset: 1) Unlike ‘Image PARSE’ dataset, it contains balanced data from 3 different views. 2) Unlike ‘Image PARSE dataset’, this dataset’s ground truth is consistent. i.e., the player’s right leg remains his right leg in the ground truth annotation regardless of the viewing angle, which is precise. 3) It uses the same order of annotation we use in the baseline evaluation, which is: \{rank, rkne, rhip, lhip, lkne, lank, rwr, relb, rsho, lsho, lelb, lwr, hbot, htop\}

It’s important to note that we do not expect the accuracy to exceed 70s % since we are bound by the accuracy of the baseline approach itself as shown in table 6.1. However, as shown in table 6.4, the accuracy is 44.3%. That’s because the baseline approach suffers from the CBS problem as demonstrated previously in Fig. 6.2 (b).
6.5  **Experiment 5: The Baseline on ‘Humans AUC’ [All views]**

6.5.1  **Objective**

Report the accuracy of the baseline approach in [3] on our challenging dataset ‘Humans AUC’ proposed in Chapter 5.

6.5.2  **Methodology**

We have run the baseline approach on a test set of images from ‘Humans AUC’ dataset. The dataset has been made balanced in order to provide a fair evaluation. Hence, we test on 425 annotated images from 4 different views, each view contains roughly one hundred test image. We use the same Ground Truth order of previous tests: 
{rank, rkne, rhip, lhip, lkne, lank, rwr, relb, rsho, lsho, lelb, lwr, hbot, htop}

6.5.3  **Results**

<table>
<thead>
<tr>
<th>Points</th>
<th>Head</th>
<th>Shoulder</th>
<th>Elbow</th>
<th>Wrist</th>
<th>Hip</th>
<th>Knee</th>
<th>Ankle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>95.5</td>
<td>39.1</td>
<td>34.6</td>
<td>31.9</td>
<td>47.9</td>
<td>47.8</td>
<td>46.4</td>
</tr>
<tr>
<td>Mean PCK</td>
<td>49.0 %</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total Time</td>
<td>3.7 min</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Time/Image</td>
<td>0.5 sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 6.5:** Baseline on ‘Humans AUC’ Dataset [All Views]

6.5.4  **Discussion**

We do not expect the accuracy to exceed 70% since we are bound by the accuracy of the baseline approach itself as shown in table 6.1. However, as shown in table 6.5, the accuracy reached only 49.0%. One can note that while the accuracy of estimating the head location remains quite satisfying, all the other body parts have very low accuracy. That is because the baseline approach is insensitive to the viewing angle of the person in the image. For example, the left hand is sometimes recognized as the right one, and so on. This sometimes results in confusing the entire left body side with the entire right body side as shown previously in Fig. 6.2 (c).
6.6 **Experiment 6: The Baseline on ‘Humans AUC’ [Single View]**

6.6.1 **Objective**

Report the accuracy of the baseline approach in [3] on each view independently. That is to analyze the situations in which the baseline suffers from the CBS problem.

6.6.2 **Methodology**

We have divided the 425 images into 4 groups according to the camera view. Then we ran the baseline approach on each view in a single experiment.

6.6.3 **Results**

![Figure 6.3: Qualitative Results of the Baseline on Each View of ‘Humans AUC’](image)

(a) Estimating the pose on 5 actors viewed from Camera 1.
(b) Estimating the pose on 5 actors viewed from Camera 2.
(c) Estimating the pose on 5 actors viewed from Camera 3.
(d) Estimating the pose on 5 actors viewed from Camera 4.

![Figure 6.4: Human Body Joints Color Legend of Baseline as in [17]](image)
Table 6.6: Quantitative Results of the Baseline on Each View of ‘Humans AUC’

<table>
<thead>
<tr>
<th>Points Accuracy</th>
<th>Head</th>
<th>Shoulder</th>
<th>Elbow</th>
<th>Wrist</th>
<th>Hip</th>
<th>Knee</th>
<th>Ankle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset: Humans AUC [83 images]</td>
<td>98.2</td>
<td>71.7</td>
<td>63.9</td>
<td>57.8</td>
<td>74.1</td>
<td>75.3</td>
<td>69.9</td>
</tr>
<tr>
<td>Mean PCK</td>
<td>78.0 %</td>
<td>Total Time</td>
<td>Time/Image</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camera One</td>
<td>0.6 min</td>
<td>0.5 sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dataset: Humans AUC [91 images]</td>
<td>98.9</td>
<td>90.1</td>
<td>74.7</td>
<td>69.2</td>
<td>78.0</td>
<td>73.1</td>
<td>59.9</td>
</tr>
<tr>
<td>Mean PCK</td>
<td>77.7 %</td>
<td>Total Time</td>
<td>Time/Image</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camera Two</td>
<td>0.7 min</td>
<td>0.4 sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dataset: Humans AUC [130 images]</td>
<td>98.5</td>
<td>12.3</td>
<td>12.7</td>
<td>9.6</td>
<td>25.4</td>
<td>27.7</td>
<td>34.6</td>
</tr>
<tr>
<td>Mean PCK</td>
<td>31.5 %</td>
<td>Total Time</td>
<td>Time/Image</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camera Three</td>
<td>1.0 min</td>
<td>0.5 sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dataset: Humans AUC [121 images]</td>
<td>88.0</td>
<td>7.0</td>
<td>7.9</td>
<td>9.9</td>
<td>31.4</td>
<td>31.4</td>
<td>32.6</td>
</tr>
<tr>
<td>Mean PCK</td>
<td>29.8 %</td>
<td>Total Time</td>
<td>Time/Image</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Camera Four</td>
<td>0.9 min</td>
<td>0.5 sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.6.4 Discussion

As shown in table 6.6, while the baseline scores a good accuracy of 73% and 77.7% on views from camera 1 and 2 respectively, it scores very low accuracy of 31.5% and 29.8% on views from camera 3 and 4 respectively. By analyzing the qualitative and quantitative results of the experiments from camera 3 and 4, we conclude that the baseline approach is insensitive to the camera view and achieves its best result in frontal views only. As shown in Fig. 6.2 (c) and Fig 6.2 (d) the baseline confuses the right human joints with the left ones. Since the baseline is incapable of finding the correct locations of the human body parts when the view changes, therefore, is impossible to match the joint’s legend of the baseline [3] in Fig 6.4 to all camera views in Fig 6.3. In the following experiments, we want to make the baseline viewpoint-sensitive and to find the correct locations of body joints.
6.7 **Experiment 7: PSM Head Detector on ‘Image PARSE’**

6.7.1 **Objective**

Extracting the head patch of single persons from the ‘Image Parse’ dataset for the purpose of *Head Pose Estimation* and *Human Face Verification*.

6.7.2 **Methodology**

We combine the output of two SVM classifiers in the PSM model to extract the head patch: ‘head top’ and ‘head bottom’ trained body parts. Afterward, we scale the head patch up to 4.0 bicubic interpolation as a preprocessing step to the next phase in the pipeline.

6.7.3 **Results**

Qualitative and quantitative results are shown in Fig. 6.5 and table 6.7 respectively.

![Figure 6.5: PSM Head Detector on PARSE](image)

<table>
<thead>
<tr>
<th>Dataset: PARSE [205 images]</th>
<th>image size: 150x150</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>Total Time</td>
</tr>
<tr>
<td>89.3%</td>
<td>2.0 min</td>
</tr>
</tbody>
</table>

**Table 6.7: PSM Head Detector on PARSE**

6.7.4 **Discussion**

The accuracy is only **89.3%** on this dataset because the human head is sometimes very small to be detected or it is deformed, like wearing a big hat or a mask. Refer to section 6.9.5 for more analysis.
6.8  **Experiment 8: PSM Head Detector on ‘KTH’**

6.8.1  **Objective**

Extracting the head patch of single persons from the ‘KTH Multiview Football’ dataset for the purpose of *Head Pose Estimation* and *Human Face Verification*.

6.8.2  **Methodology**

Similarly, we combine the output of two SVM classifiers in the PSM model to extract the head patch: ‘head top’ and ‘head bottom’ trained body parts. Afterward, we scale the head patch up to 4.0 bicubic interpolation as a preprocessing step to the next phase in the pipeline.

6.8.3  **Results**

Qualitative and quantitative results are shown in Fig. 6.6 and table 6.8 respectively.

![PSM Head Detector on KTH Multiview Football](image)

**Figure 6.6:** PSM Head Detector on KTH Multiview Football

<table>
<thead>
<tr>
<th>Dataset: KTH [1000 images]</th>
<th>image size: 250x250</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>Total Time</td>
</tr>
<tr>
<td>92.3 %</td>
<td>15.5 min</td>
</tr>
</tbody>
</table>

**Table 6.8:** PSM Head Detector on KTH Multiview Football

6.8.4  **Discussion**

Achieving 92.3% accuracy on 1000 images in this dataset is satisfying and promising because we are bound by the head detection accuracy in our proposed approach. Refer to section 6.9.5 for more analysis.
6.9 **Experiment 9: PSM Head Detector on ‘Humans AUC’**

6.9.1 **Objective**

Extracting the head patch of single persons from the ‘Humans AUC’ dataset for the purpose of *Head Pose Estimation* and *Human Face Verification*.

6.9.2 **Methodology**

Similarly, we combine the output of two SVM classifiers in the PSM model to extract the head patch: ‘head top’ and ‘head bottom’ trained body parts. Afterward, we scale the head patch up to 4.0 bicubic interpolation as a preprocessing step to the next phase in the pipeline.

6.9.3 **Results**

Qualitative and quantitative results are shown in Fig. 6.7 and table 6.9 respectively.

![Figure 6.7: PSM Head Detector on Humans AUC](image)

<table>
<thead>
<tr>
<th>Dataset: Humans AUC[425 images]</th>
<th>image size: 220x220</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td><strong>Total Time</strong></td>
</tr>
<tr>
<td>95.5 %</td>
<td>3.7 min</td>
</tr>
<tr>
<td></td>
<td>0.5 sec</td>
</tr>
</tbody>
</table>

**Table 6.9: PSM Head Detector on Humans AUC**

6.9.4 **Discussion**

95.5 % is the best head accuracy obtained so far. This is an encouraging result since the dataset contains human heads from the four different view angles.
6.9.5 Analysis

In the last three experiments of ‘PSM Head detector’ (Experiment 7, 8, 9), we had three options: 1) Use the PSM head detector in the baseline 2) Use a different Human Head Detector such as VGG head detector by [102] or the SoA CNN head detector [103]. 3) Train our own Human Head Detector.

We have experimented with VGG Head detector but we chose the first option mainly for three reasons: 1) the internal PSM head detector already has a satisfying accuracy that’s above the 90s; 2) to avoid adding additional time complexity to our approach since we are going to run the PSM body parts SVM classifiers anyways; 3) Our objective in this thesis is to show the approach we are proposing can solve the CBS problem. Therefore, it is not the scope of this thesis to present the best accuracy of the human head detector.
6.10 **Experiment 10: Cascade Face Detector on ‘Image PARSE’**

6.10.1 **Objective**

Identifying the viewing angle of a person in the ‘Image Parse’ dataset by analyzing the head pose using a face verifier.

6.10.2 **Methodology**

We use the Rapid Object-Cascade-Detector of Viola-John’s algorithm [117] as a face pose estimator and a face verifier.

6.10.3 **Results**

Qualitative and quantitative results are shown in Fig. 6.8 and table 6.10 respectively.

![Cascade Face Detector on PARSE](image)

**Figure 6.8: Cascade Face Detector on PARSE**

<table>
<thead>
<tr>
<th>Dataset: PARSE [205 images]</th>
<th>image size: 150x150</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>130</td>
<td>21</td>
</tr>
<tr>
<td>Accuracy</td>
<td>69.5 %</td>
</tr>
<tr>
<td>0.05 sec</td>
<td></td>
</tr>
</tbody>
</table>

**Table 6.10: Cascade Face Detector on PARSE**
6.10.4 Discussion

‘Image Parse’ dataset [2] does not contain labels for face ground truth. It only contains 14 joints location of each image. Therefore, I had to annotate the entire dataset before performing any experiments. Consequently, we discovered that the dataset is unbalanced because it contains 283 images for front and profile viewed people and only 22 images for people viewed from the back. As shown in table 6.10, one can notice that the test set has only 18 people viewed from the back (non-Face). Having this unbalanced data will result in an unfair evaluation when we compare our final approach on this dataset. That is why we have supported it with two other balanced datasets: KTH Multiview Football and Humans AUC.

As shown in table 6.10, while the test set of 205 images has a ground truth of 187 people with a front face, upright, or profile face, only 130 samples were correctly classified as a face (true positives) although Viola-Johns face detector can achieve much higher accuracy than this. This is due to four reasons: 1) the average person height in the photos is only 100 to150 pixels. 2) The minimum face size to detect is 20 by 20 pixels because this is the smallest face size in the trained algorithm. That is why we scaled the patch up 4 times, which increased the true positive rate. 3) It still misses a lot of faces in PARSE dataset (false negatives) due to the fact that the face is actually very occluded, deformed or very distorted; 4) that the dataset actually cares about the human pose more than the face itself. For more analysis and parameter tuning used in the Viola-Johns Cascade Face Detector, please refer to section 6.12.5.
6.11 Experiment 11: Cascade Face Detector on ‘KTH’

6.11.1 Objective

Identifying the viewing angle of a person in the ‘KTH Multiview Football’ dataset by analyzing the head pose using a face verifier.

6.11.2 Methodology

We use the Rapid Object-Cascade-Detector of Viola-John’s algorithm [117] as a face pose estimator and a face verifier.

6.11.3 Results

Qualitative and quantitative results are shown in Fig. 6.9 and table 6.11 respectively.

![Cascade Face Detector on KTH Multiview Football](image)

**Figure 6.9:** Cascade Face Detector on KTH Multiview Football

<table>
<thead>
<tr>
<th>Dataset: KTH [1000 images]</th>
<th>image size: 250x250</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>413</td>
<td>31</td>
</tr>
<tr>
<td>Accuracy</td>
<td>92.4 %</td>
</tr>
<tr>
<td>Total Time</td>
<td>36 sec</td>
</tr>
<tr>
<td>Time/Image</td>
<td>0.04 sec</td>
</tr>
</tbody>
</table>

**Table 6.11:** Cascade Face Detector on KTH

6.11.4 Discussion

This dataset does not contain labels for face ground truth, therefore, I have provided face annotation for those 1k images. For more analysis and parameter tuning used in the Viola-Johns Cascade Face Detector, please refer to section 6.12.5.
6.12 Experiment 12: Cascade Face Detector on ‘Humans AUC’

6.12.1 Objective

Identifying the viewing angle of a person in the ‘Humans AUC’ dataset by analyzing the head pose using a face verifier.

6.12.2 Methodology

We use the Rapid Object-Cascade-Detector of Viola-John’s algorithm [117] as a face pose estimator and a face verifier.

6.12.3 Results

Qualitative and quantitative results are shown in Fig. 6.10 and table 6.12 respectively.

![Figure 6.10: Cascade Face Detector on Humans AUC](image)

<table>
<thead>
<tr>
<th>Dataset: Humans AUC[425 images]</th>
<th>image size: 220x220</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>204</td>
<td>13</td>
</tr>
<tr>
<td>Accuracy</td>
<td>97.1 %</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.12: Cascade Face Detector on Humans AUC
6.12.4 Discussion

Our proposed dataset: ‘Humans AUC’ contains both 14 joint locations for the person in the image as well as the person’s face pose. We provide 4 DoFs (degrees of freedom) of face views. The accuracy is very high since we provide clear images of persons not deformed, occluded, or distorted images of persons in the dataset. Nevertheless, the algorithm here makes some mistakes because the head patches fed to the algorithm from the previous stage has already some false detections. Therefore, in this experiment, we are bound by the PSM baseline head detector in the experiment # 9.

Since the dataset is balanced i.e. almost half of the dataset has people viewed from front or profile views and the other half contains people viewed from the back, and face verifier algorithm here achieves a very good accuracy, I expect this dataset to achieve the best results if the baseline was able to resolve the CBS problem and become viewpoint-invariant.

6.12.5 Analysis

In the last three experiments of ‘Cascade Face Detector’ (Experiment 10, 11, 12), we had three options: 1) Use an existing Head Pose Estimator as a face verifier 2) Use a different Head Pose Estimator such as Zhu & Ramanan [118] Face Pose Estimation or the SoA Faster R-CNN Face Detector [119]. 3) Train our own Head Pose Estimator and Face Detector.

We have experimented with Zhu & Ramanan [118] Face Pose Estimation but we chose the first option mainly for four reasons: 1) Not only Zhu & Ramanan Face pose estimation requires large face patches to perform accurately, e.g. 500x600, but also it takes 3 seconds on average to estimate the face pose on one image. 2) the Cascade Face
Detector already has a satisfying accuracy that’s above 95; 3) to avoid adding additional time complexity to our approach since the Viola-Johns’ algorithm is for rapid detection and can run in real time; 4) Our objective in this thesis is to show the approach we are proposing can solve the CBS problem. Therefore, it is not the scope of this thesis to present the best accuracy of human head estimation or face detector.

We use the Face Cascade detector for two goals: 1) to work as a face pose estimation 2) to work as a face verifier. We use three main classification models to find faces in the scaled up patch. These are: ‘FrontalFaceCART’, ‘FrontalFaceLBP’, and ‘ProfileFace’. While the first and the third model use Haar features to encode facial features, the second model uses local binary patterns (LBP) features. We use the results of the first goal as a face verifier. That means if the extracted head patch was not recognized as any of the three classification models, it will be considered non-face, and consequently, it is classified as a person viewed from the back in our proposed approach.

Two parameters were tuned for best accuracy: 1) MergeThreshold was set to 0 to get all detections without performing any merging operation for the detected bounding boxed. 2) MinSize was set to [60, 60] for two main reasons: to not waste time in detecting smaller objects, since we already know it is a head patch and to avoid false positives as well, since we already know the minimum face size to be detected prior to processing which cannot be less than 60x60. For more analysis of the evaluation methodology used in these three experiments, please refer to section 4.2.
6.13 Experiment 13: SHAPE on ‘Image PARSE’

6.13.1 Objective

Report the accuracy of the enhanced baseline on the ‘Image PARSE’ dataset.

6.13.2 Methodology

Evaluate the proposed approach discussed in chapter 4 and experimented in this chapter on this dataset. Hence, we executed SHAPE in a pipelined architecture. SHAPE (Smart Human Articulated Pose Estimation) consists of the Speeded up Baseline, Head Detector, and Face pose estimator as face verifier and feedback to the baseline.

6.13.3 Results

Qualitative and quantitative results are shown in Fig. 6.11 and table 6.13 respectively.

Figure 6.11: Qualitative results of SHAPE on PARSE dataset
Running the speeded baseline with the corrected ground truth in Experiment 3 achieved the accuracy of 68% on ‘Image PARSE’ dataset while when using SHAPE the accuracy dropped few percentages to 61% as shown in table 6.13. This drop in accuracy was anticipated in experiment 10. That is because the Face Cascade detector used as a face verifier scores low on ‘Image Parse’ dataset as shown previously in table 6.10. That is because of the reasons discussed in details in section 6.10.4. One of them was that the dataset contains unbalanced data. Therefore, we cannot rely on this dataset only to provide a fair evaluation.

As shown in Fig. 6.11, the baseline has become sensitive to the human viewing angle on the first and seconds rows. Hence, it localizes the human body parts correctly. However, on the third row, it became insensitive to the viewing point because the faces were either occluded, deformed, covered by masks, or has a very low resolution.

Therefore, we conclude that it difficult to solve the CBS problem using our proposed approach (PSM Head Detector + Face Cascade detector as a face verifier) for the following two special cases: 1) the person’s height in the image is very small such as 80 pixels; 2) the face is occluded, deformed, or covered by masks. Nevertheless, the room for improvement is open to use other algorithms or methods as suggested in section 6.10.4 to be plugged in the same pipelined architecture to solve the CBS.
6.14 Experiment 14: SHAPE on ‘KTH’

6.14.1 Objective

Report the accuracy of the enhanced baseline on the ‘KTH Multiview Football’.

6.14.2 Methodology

Evaluate the proposed approach discussed in chapter 4 and experimented in this chapter on this dataset. Hence, we executed SHAPE in a pipelined architecture. SHAPE (Smart Human Articulated Pose Estimation) consists of the Speeded up Baseline, Head Detector, and Face pose estimator as face verifier and feedback to the baseline.

6.14.3 Results

Qualitative and quantitative results are shown in Fig. 6.12 and table 6.14 respectively.

Figure 6.12: Qualitative results of SHAPE on PARSE dataset
Running the speeded baseline achieved the accuracy of 44.3% on ‘KTH Multiview Football’ dataset in Experiment 4. Now using SHAPE, the accuracy jumped drastically from 44.3% (in Experiment 4) to 62.9%. That is expected because of three reasons: 1) the CBS problem was resolved; 2) the dataset is balanced to some extent; 2) the PSM head detector and Face Cascade Detector as a face verifier score good results on this dataset. That’s a very good accuracy improvements because we are bound by the baseline accuracy, PSM head detector accuracy, and Face Cascade Detector as a face verifier accuracy as discussed in the previous experiments.

As shown in Fig 6.12, the baseline is sensitive to the viewing point on the first and seconds rows. Hence, human body parts are localized correctly. On the third row, the CBS solver does succeed but what fails the system is its dependency of the 2D HPE algorithm. Therefore, the accuracy of 62% could have been higher if the 2D HPE baseline was more accurate in estimating human poses for blurred and fast-motion 2D images.

We achieve 18.6% increase in accuracy using SHAPE on ‘KTH Multiview Football’ dataset since it was 44.3% in Experiment 4 and reached to 62.9% in Experiment 14. That is mainly because we succeeded in making the 2D HPE baseline in [3] viewpoint-invariant. This is more accurate because the estimated human joints are not confused between each other.
6.15 **Experiment 15: SHAPE on ‘Humans AUC’**

6.15.1 **Objective**

Report the accuracy of the enhanced baseline on the ‘ Humans AUC’ dataset.

6.15.2 **Methodology**

Evaluate the proposed approach discussed in chapter 4 and experimented in this chapter on this dataset. Hence, we executed SHAPE in a pipelined architecture. SHAPE (Smart Human Articulated Pose Estimation) consists of the Speeded up Baseline, Head Detector, and Face pose estimator as face verifier and feedback to the baseline.

6.15.3 **Results**

Qualitative and quantitative results are shown in Fig. 6.13 and table 6.15 respectively.

![Figure 6.13: Qualitative results of SHAPE on PARSE dataset](image)
### Table 6.15: SHAPE on Humans AUC

<table>
<thead>
<tr>
<th>Points</th>
<th>Head</th>
<th>Shoulder</th>
<th>Elbow</th>
<th>Wrist</th>
<th>Hip</th>
<th>Knee</th>
<th>Ankle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>95.5</td>
<td>78.5</td>
<td>63.8</td>
<td>52.6</td>
<td>75.1</td>
<td>72.6</td>
<td>66.9</td>
</tr>
<tr>
<td>Mean PCK</td>
<td>72.1%</td>
<td>Total Time</td>
<td>3.7 min</td>
<td>Time/Image</td>
<td>0.5 sec</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Discussion

Running the speeded baseline with the corrected ground truth in Experiment 3 achieved the accuracy of **49.0%** on ‘Humans AUC’ dataset while when using SHAPE the accuracy jumped significantly to **72.1%**. That is expected because of three reasons: 1) the CBS problem was resolved; 2) the dataset is perfectly balanced; 2) the PSM head detector and Face Cascade Detector as a face verifier score very good results on this dataset. That’s a very good accuracy improvements because the final accuracy is highly dependent on the baseline accuracy, PSM head detector accuracy, and Face Cascade Detector as a face verifier accuracy as discussed in the previous experiments.

As shown in Fig 6.13, the 2D HPE baseline is viewpoint-invariant. While it behaves normally in solving the CBS problem on the first two rows, it makes no mistakes on the third row although some of the human heads were localized incorrectly using the PSM head detector. Fortunately, these cases did not affect the total system accuracy since the face verifier reported no faces, and hence, the human body parts were localized precisely without confusion.

We achieve **23.1%** increase in accuracy using SHAPE on ‘Humans AUC’ dataset, since it was **49.0%** in Experiment 3 and reached to **72.1%** in Experiment 15. That is mainly because we succeeded in making the 2D HPE baseline in [3] viewpoint-invariant. This is more accurate because now the estimated human body parts are not confused between one another.
6.16 PC Specifications

All experiments were performed on Linux Mint 18.1 64-bit (Serena) with the following software libraries: OpenCV 3, MATLAB 2017a, and CUDA 8.0. The Operating system is running on a state of the art PC system equipped with a 64-bit Intel\textsuperscript{(R)} Core\textsuperscript{TM} i7-7700K CPU running at 4.5GHz, nVidia GeForce GTX 1080 graphics card with 2560 CUDA cores, 8 GB of internal GPU DDR memory, and a total of 16 GB DDRAM memory running at 3000 MHz. A demo of an experiment using SHAPE on this system is available on [120].
CHAPTER SEVEN

CONCLUSION AND FUTURE WORK

We have defined a novel problem in 2D Human Pose Estimation approaches, that is the Confusion of Body Sides (CBS). We have provided a running baseline approach of a notable 2D HPE algorithm by Yang and Ramanan [3] that uses Pictorial Structure Model to detect human body parts and estimate 2D human pose. The PSM approach provided by [3] which was reported to be the SoA 2D single human pose estimation by [24] does not perform well when it is applied to non-frontal views of humans and its accuracy decreases since the baseline is insensitive to the viewpoint.

We proposed and implemented a solution to solve the CBS problem in 2D HPE algorithms. In addition, we showed quantitative and quantitative results of our approach which confirms that we have solved the CBS problem in the baseline approach and succeeded in making the baseline viewpoint-invariant when estimating the 2D of a human body. Empirical results show that our approach increases the baseline accuracy by 20% on average. We demonstrate how our approach can be plugged in a 2D HPE algorithm that is insensitive to viewpoints and suffers from the CBS problem.

Moreover, we have proposed a challenging dataset called Humans AUC with ground truth annotation of joints and faces. We also provide quantitative and qualitative results by applying PSM on a subset of ‘Human AUC’ dataset.

In order to have an automated system, we recommend using a reliable full-body human detector with a high rate of detections. This human detection phase will be plugged in the pipeline after the building of the PSM and before pose estimation takes place. The human detector algorithm will detect every single human in a frame, then
apply some preprocessing like resizing, then feed the input to the HPE algorithm with SHAPE to estimate the human skeleton.

The final 2D estimated pose accuracy is highly dependent on three major factors: 1) the accuracy of the 2D HPE algorithm; 2) the accuracy of the head detector algorithm used; 3) the accuracy of the face detector algorithm used. SHAPE reshapes the future research to address the CBS problem and estimate the human pose estimation in 2D more accurately.

### 7.1 Summary of the Results

We summarize below the effectiveness of our approach in making the 2D HPE baseline approach [3] viewpoint-invariant as shown in Fig 7.1.

![Accuracy on Humans AUC dataset According to the Viewpoint](image_url)
Due to the fact that we could not find any research in the literature that solved the CBS problem in 2D HPE, we were unable to compare our results with previous work. Nevertheless, we compared the results of the baseline versus the SHAPE [baseline + CBS solver] on two popular HPE benchmarks and on our proposed challenging dataset as well, as shown in Fig 7.2. Finally, the total time added to the baseline to test an image is shown in Fig 7.3.

**Figure 7.2:** Accuracy of Baseline vs. SHAPE on Three Datasets

**Figure 7.3:** Additional Time Cost Added to the Baseline
7.2 Future Work

In the near future, I am looking forward to 1) adding SHAPE to 2D HPE approaches that suffer from the CBS problem; 2) using 2D HPE in multi-view instead of a single view and analyze the problem with occluded joints; 3) building on accurate 2D HPE approaches to perform Action Recognition in real-time.
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