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ABSTRACT 

Data visualization has gained a lot of attention after the stressing need to make sense of the 

huge amounts of data that we collect every day. Lower dimensional embedding techniques such 

as IsoMap, Locally Linear Embedding and t-SNE help us visualize high dimensional data by 

projecting it on a two or three-dimensional space. t-SNE, or t-Distributed Stochastic Neighbor 

Embedding proved to be successful in providing lower dimensional data mappings that makes 

interpreting the underlying structure of data easier for our human brains.  

 

We wanted to test the hypothesis that this simple visualization that human beings can easily 

understand will also simplify the job of the classification models and boost their performance. In 

order to test this hypothesis, we reduce the dimensionality of a student performance dataset using 

t-SNE into 2D and 3D and feed the calculated 2D and 3D feature vectors into a classifier to classify 

students according to their predicted performance. We compare the classifier performance before 

and after the dimensionality reduction.   

 

Our experiments showed that t-SNE helps improve classification accuracy of NN and KNN 

on a benchmarking dataset as well as a user-curated dataset on performance of students at our 

home institution. We also visually compared the 2D and 3D mapping of t-SNE and PCA. Our 

comparison favored t-SNE’s visualization over PCA’s. This was also reflected in the classification 

accuracy of all classifiers used, scoring higher on t-SNE’s mapping than on the PCA’s mapping.   

 

 

 

 

Keywords— t-SNE, t-Distributed Stochastic Neighbor Embedding, Classification, Data 

Visualization, Dimensionality Reduction, Clustering.  
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CHAPTER (1): INTRODUCTION 

 Background 

Data visualization techniques are useful tools for data analysis. Visualizing high 

dimensional data is a challenge that lower dimensional embedding techniques has 

successfully overcome. IsoMap, Locally Linear Embedding and t-SNE are examples of 

such embedding techniques. In this research, we focus on t-SNE as a dimensionality 

reduction and visualization technique and use it as a pre-classification step to classify 

students according to their academic performance. The rest of this section elaborates on 

this idea.  

1.1.1. High Dimensional Dataset 

High-dimensional datasets are becoming more common with our increasing ability 

to gather more data about every problem and our quick advancement in improving the 

infrastructure that can handle vast amounts of data. In a study conducted by IBM in 2012, 

IBM estimated that around 2.5 quintillion bytes of data are created every day. They also 

added that 90 percent of the data in the world today were just produced within the two 

years 2010 and 2011 [1]. This provides a great potential for better understanding the world 

and making smarter informed-decisions. However, dealing with these vast amounts of data 

introduces a tough challenge to the organizations. Institutions are required to analyze and 

make sense of very high-dimensional datasets in order to enhance their customer 

experience or make cost-effective decisions and find an edge in a very competitive market. 

The real challenge is always uncovering the underlying structure of data, the clusters within 

the data, the normal pattern and the outliers. This gets more complicated as the data size 
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and dimensionality increase. For example, if you are trying to solve a classification 

problem, it would be very helpful if you were able to tell whether your classes are linearly 

or non-linearly separable, and accordingly decide on the most suitable algorithms for 

classification and the possible parameters space that you would want to try, this becomes 

more difficult as the data dimensionality grows. 

1.1.2. Data Mining and Business Success 

Researchers conducted a lot of research on machine learning and data mining as means of 

generating insights from large datasets and businesses have benefited a lot from these 

researches. Data mining and analysis are now among the main pillars of business success 

and survival. Netflix took over Blockbuster, the movie rental retail company that ruled the 

business for decades. Netflix analyzed and understood customer’s behavior and introduced 

a new business model of movie rental through their online-streaming model which proved 

to be more convenient to its customers. Netflix leverages data analysis and predictive 

analytics to make smart movie suggestions to users based on their past movie ratings thus 

increasing customers’ retention rates. In 2010, Blockbuster went bankrupt whereas in 2014, 

Netflix was estimated to be worth of $28 billion [2].  

Amazon.com is another success story of employing advanced data mining techniques 

to improve customers’ experience. Amazon.com, estimated to be worth of $292 billion and 

ranked among the top 15 innovative companies in 2016 by Forbes [3], analyzes your 

purchasing data, your click-stream and your demographics information to find the hidden 

patterns in users purchasing behavior. This extensive data analysis informs Amazon on 

how to offer you suggestions for more items that you are likely to consider buying. 
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1.1.3. The curse of Dimensionality and Dimensionality Reduction Techniques 

Data Mining and Machine learning can solve very complicated problems but they 

have always been plagued by the curse of dimensionality [4]. Hence, dimensionality 

reduction became a very important pre-processing step for an effective machine learning 

or data mining model. Feature selection [5], [6], [7], [8] and feature extraction [9], [10] are 

two common approaches for dimensionality reduction. We will address the difference 

between the two techniques in chapter II: Theoretical Background. 

1.1.4. Data Visualization 

Data visualization is another method used by researchers and scientists to help in 

uncovering the hidden patterns and structure of high dimensional data. One might think 

that data visualization is a relatively new research area, but in fact it has roots that extend 

back to ancient times [11]. The field was revived in the last quarter of the twentieth century 

with so many developments that are so varied, across wide range of disciplines and 

applications. 

Data visualization has proved to be an effective data analysis technique in several 

applications such as facial expression classification and visualization images [12], 

diagnostic of assembly line performance in smart factories [13], malware analysis [14]. 

Data visualization combined with data clustering and classification and 

dimensionality reduction techniques can be employed to generate lower-dimensional 

mapping of high dimensional datasets which reveal useful information about the data 

structure, similarities and differences. 
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1.1.5. t-SNE: Student-t Stochastic Neighborhood Embedding 

In this research, we focus on using t-SNE [15], a data visualization algorithm that 

tries to find an “interesting” 2D or 3D mapping of high dimensional data preserving much 

of the local structure of the high-dimensional data very well, while also revealing global 

structure such as the presence of clusters at several scales. We will try to prove our 

hypothesis that this lower-dimensional mapping can enhance the performance of the data 

classification algorithms. While we try to prove our hypothesis, we will be addressing a 

specific application; prediction of students’ academic performance. 

1.1.6. Prediction of Students’ Academic Performance 

Student’s academic performance is one of the factors contributing to overall student’s 

success which is now a hot topic of research in the industry of higher education specially 

with the increasing economic pressures and competition between universities. Student’s 

academic performance can also inform higher education institutions on the probability of 

his/ her attrition and help us identify students at risk of dropping out. The wasted time and 

paid tuition are huge losses to the student. Nevertheless, the institutional cost of a dropping-

out student can also be significant. This cost can be estimated as the cost of unrealized 

revenue from anticipated tuition and fees plus the cost of harm to the institutional reputation 

in case of an unsatisfied dropping-out student, not-to-mention the effect of that on 

institutional ranking and accreditations as a result of drops in retention and graduation rates. 

While data mining has helped the success of many businesses in different industries, it 

has only gained recent popularity in the educational field [16]. Universities collect large 

volumes of data about their students but they do not usually make the best use out of it. 

That makes them data-rich, however information-poor and raises the need for data mining 



 

5 

models that can generate insights from this wealth of data. This paved the way for the 

evolution of the Educational Data Mining, a new field that utilizes machine learning and 

data mining to solve educational problems [17]. 

1.1.7. Data Mining in the Higher Education Industry 

Enrollment Management is a huge concern for higher education institutions. 

Enrollment Management starts as early in the student journey as students’ recruitment. 

Universities allocate huge budgets for costly school visits, college fairs and hosting special 

events on campus to reach out to the largest population of potential applicants. Data Mining 

and predictive analytics have helped universities in identifying those potential applicants 

with maximum likelihood of becoming actual admits. Universities, such as Baylor 

University, raised their number of new applications from 15,000 to 26,000 in Fall 2005 

after using data mining to develop a model of the different student profiles who are more 

likely to be admitted and concentrated their recruitment efforts to target those students [18]. 

Other challenges facing higher education institutions is course planning of enrolled 

students. Shatnawi et al [19] used association rule mining to help both students and advisors 

in selecting and prioritizing courses. The system uses a priori association rule mining to 

find association between courses that have been registered by students in many previous 

semesters to recommend a set of courses for the student to register sorted according to the 

rule confidence value. 

Hegazy et al [20] proposed a framework that uses classification and clustering to 

recommend a specific major or track for a student. The framework included attributes 

related to students’ academic level before college enrollment, students’ major of interest 

and his/ her grade in the first year. The researchers compared the performance of several 
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classification techniques and their experiment showed that the decision tree algorithm C4.5 

is the best classifier that yields the highest F-measure value when predicting the department 

of major. They also used K-means clustering to cluster students’ based on their department 

of major. 

Identifying students who are academically at risk early on during their educational 

journey is another application that allows institutions to intervene before it is too late. This 

intervention can be in the form of one-on-one academic advisory sessions that can help 

students make better academic decisions. An institution can also offer remedial courses or 

suggest a different learning track. Students who are struggling due to psychological issues 

may be advised for counseling sessions. An institution that is proactively considering 

student success will automatically realize enhancement in its retention and completion rates 

and consequently ranking and reputation. In this study, we showcase how machine learning 

combined with data visualization can solve this specific problem. The definition of 

academically at-risk students differs from one university to another [21]. For the purpose 

of this research, we define students at risk in terms of their overall academic performance. 

More specifically and for simplicity, we define students at risk as those whose GPA falls 

below 2.0. 

 Problem Definition 

1.2.1. Technical Problem Definition 

This research aims at studying whether an effective data visualization technique 

such as t-SNE can guarantee minimal information loss and thus be used as a data 

preprocessing step to data classification or clustering. That is given a dataset D of n 
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dimensions and its 2D and 3D embedding using t-SNE denoted by M2 and M3 

respectively, we would like to prove that using M2 and M3 which re-arrange the data points 

such that the true clusters within the data are more emphasized may result in enhancing a 

classifier X performance. The importance of such finding may help in solving the dilemma 

of explaining machine learning outputs to business users through an easy to understand 

visualization. 

1.2.2. Business Problem Definition 

Since data analytics is relatively new to the higher education industry, it is difficult 

to educate the community on the importance of its adoption and convince them of the 

accuracy of its results. In this research, we decided to use data visualization to increase 

human involvement in ways other than simply being a primitive input device that feeds in 

data as input to the data mining algorithm. Human beings are much more efficient in 

interpreting complex situations than any computer [22]. In order to achieve this goal, data 

must be mapped to a lower dimensional scale (2D or 3D) so that we can get a feel of how 

the data objects are arranged in the data space and accordingly use our brain powers to 

identify the hidden patterns by merely looking at a simple scatter-plot of the data. In this 

study, we will be developing a framework for a students’ performance prediction model, 

researching students’ attributes most informative about predicting their performance, 

trying different machine learning techniques and reporting on their performance and using 

visualization of the dataset structure to reason about the differences in the different 

algorithms performance. 

 Thesis Contribution 

Our contribution can be summarized as follows: 
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 We were able to prove that using t-SNE as a dimensionality reduction 

technique on two and three dimensions was able to boost NN and KNN 

performance on a benchmarking dataset as well as on our AUC students’ 

performance dataset. Reducing dimensionality to 2D and 3D using t-SNE 

boosted the classification accuracy in comparison to reducing 

dimensionality using PCA as well as using the raw full-dimensional dataset. 

 We collected and mined data on student performance at AUC in order to 

predict students’ third year GPA at AUC given their first two-years 

information with an accuracy of 72% ± 0.7 using RF on the raw full-

dimensional numerical and categorical attributes dataset and an accuracy of 

71% ± 0.6 by including numerical variables and reducing dimensionality 

using t-SNE to 3D.  

 Thesis Outline 

In chapter II, we discuss related works focusing on the business problem of 

students’ academic performance and the use of t-SNE in different applications that showed 

potential to solve our problem here. In chapter 3, we demonstrate necessary theoretical 

background and provide a brief analysis of the different dimensionality reduction and data 

mining algorithms then we present our approach to solving the problem in chapter 4. In 

chapter 5, we show our experiments. Finally, we discuss the results in chapter 6 and we 

provide a conclusion and plan for future work in the last chapter.  



 

9 

CHAPTER (2): RELATED WORKS 

 Prediction of Students’ Performance 

The work referenced as [23] was able to predict university student graduation 

performance based on high school scores and grades in first and second year courses 

without having to check any socioeconomic or demographic information. They worked on 

a dataset of four academic cohorts comprising 347 students and grouped them into five 

classes (A,B,C,D,E) based on their Graduation GPA. They used RapidMiner for 

exploration, statistical analysis and applying the different types of classifiers; Decision 

Trees, Naive Bayesian, Nearest Neighbor and Neural Networks and reported highest 

performance prediction accuracy of 83.65% by the Naive Bayesian classifier. They also 

confirmed the finding in [24] that students’ grades in courses closer to graduation are better 

predictors of their performance than pre-university or first-year courses. 

In the research conducted by Rusk et al. [25], the authors were able to identify the 

factors that serve as good indicators of whether an engineering student will drop out or fail 

the program. They focused their study on electrical and computer engineering students only 

and used their first academic year information only to predict the student classification as 

either Satisfactory for those who completed their degree without ever being put on 

probation, Probation for those who completed their degree but have been placed on 

probation at least once during their study journey and Failure for those who were required 

to withdraw from the Engineering program. They worked on a dataset of 72 records and 

using principal components analysis as a dimensionality reduction technique, they found 

out the top three courses contributing to the first PCA which contributes by 86% to the total 
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variance in the dataset. They concluded that those three foundational courses: MATH110, 

133 and ENGR120 are the most informative predictors of engineering students’ academic 

performance which confirmed a long-term belief at their institution that was never 

scientifically proven. Their future plans were to apply the same methodology to find out 

other problematic courses in later years of study that affect student performance and are 

probable reasons for students to drop-out. 

Kozlick et al. presented a framework [26] that uses Bayesian Belief Network (BBN) to 

predict the performance of students early in their academic careers and advise them into 

their best-fit majors. The dataset was for 400 students from 4 different departments and the 

courses taken by these students are spread over 22 semesters (7 years). Their work showed 

that BBNs can easily model a curriculum graph and can be used to predict the future 

progress of a student. 

Advising on students’ admissions decision is also a huge concern for higher education 

experts. In [27], authors mined prospective students’ data to advise on their admissions 

decision. They built an artificial neural network (ANN) that takes students’ scores in 

standardized exams, including university entrance exams, high school graduation exams, 

high school location, type of high school (public or private), gender and elapsed time 

between high school graduation and applying for a university degree as input and predicted 

student’s first-year average score. They used a real dataset of 653 enrolled students at 

University of Transport Technology, divided into (60%)training and (40%)testing. They 

were able to achieve a RMSE of 0.4819 using ANN. 

Yadav et al [28] used decision trees to predict student’s performance, probable drop-

outs, students who need special attention based on past student’s performance. They used 
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a real dataset for 48 enrolled students in Purchanval University in the sessions from 2008 

to 2011. For every student, his previous semester grades, average of current semester 

grades, student’s performance in the seminar class, assignments submission, student’s 

attendance and completion of lab work are used to predict his overall performance. They 

compared the performance of three of the most frequently used decision tree algorithms 

(ID3, C4.5 and CART). They used the WEKA knowledge explorer to conduct their 

experiments which showed that CART is the best algorithm for the classification of 

students’ data with 56.25% accuracy. 

Al Sarem et al [29] used the difference between registered and earned credit hours to 

build a decision tree model based on the algorithm C4.5 to generate a set of rules that would 

help the academic advisors identify the students at risk. Lauria et al [30] had a different 

finding when comparing multiple classifiers. Specifically, when comparing logistic 

regression, SVMs and C4.5 decision trees to predict whether a student is at academic risk 

based on demographical and course enrollment data. Their experiments proved that logistic 

regression and SVMs outperform the decision tree C4.5 to perform this classification. 

Romero et al [31] presented a review of the state of the art educational data mining 

techniques and a survey of the different applications. 



 

12 

 t-SNE Applications 

In our study, we wanted to make sure that our dataset can be visually explored by our 

stakeholders and therefore, we are going to use t-SNE algorithm to find a 2D or 3D 

mapping of our dataset. t-SNE has succeeded to provide appealing visual representations 

for various datasets. 

Xue et al. [32] used t-SNE as a data dimensionality technique as a pre-step to employ 

AdaboostM2 as a multi-classifier for facial expression classification. The experiments 

were done on the Japanese Female Facial Expression database. Their experiments showed 

that using t-SNE as a pre-processing step as shown in Fig. 2.1 enhances both SVM and 

AdaBoostM2 performance in comparison to PCA, LDA, LLE and SNE. Their best 

reported classification accuracy was 94.5% achieved by combining t-SNE and 

AdaBoostM2. 

A study on the relationships between Wikipedia articles [33] compared the effect of 

using two different approaches to building the feature vector of each article on t-SNE’s 

produced mapping. Their first set of experiments used the term frequency of all words in 

the article after removing the stop words and the second set used only the semantic role 

labels to compose the feature vector of each article. They were able to show that using the 

second approach, related articles were mapped to well clustered data points. 
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Fig. 2.1 Flowchart of proposed solution for FER including t-SNE for dimensionality Reduction [32] 

Copyright © 2013, IEEE 

  

In [34], Oord et al. the authors used t-SNE to provide a mapping for the Million Song 

Dataset onto 2D. They provided a visualization of the predicted usage patterns. The 

visualization showed clear separation of songs based on their genres.  

Mokbel et al. [35] were able to detect clusters in the context of metagenomics 

using t-SNE and proposed a variation of the algorithm which they called “kernel-t-SNE” 

as a fast parametric counterpart based on t-SNE. They worked on a manually curated 

dataset of DNA sequences for 21 bacteria of different species. Fig. 2.2 compares the 2D 

mapping obtained for the dataset using PCA, generative topographic mapping (GTM) 

and t-SNE. PCA could not provide a mapping of clear cluster separation except for one 

cluster, whereas the non-linear visualization techniques; GTM and t-SNE showed better 

separation of the clusters within the data. The cluster structure is less clear by GTM with 

some overlaps between the different clusters but t-SNE succeeded to provide clear 

separation of all clusters. 

 



 

14 

 

Fig. 2.2  Visualization of the data set according to PCA (top), GTM (bottom left), and t-SNE (bottom right). Coloring 
is done according to the real classification of the data-point. [35] 

Copyright © 2013, IEEE 

 

Another application of t-SNE in music/sound classification [36] compared the 

performance of t-SNE to PCA and IsoMap on two real audio use cases: musical 

instrument loops used in music production and sound effects used in sound editing. Their 

experiments proved that t-SNE presents the best visualization.  Fig. 2.3 shows the t-SNE 

mapping obtained for the musical loop database. The clear separation of sounds of the 

different instruments proves the clustering power of t-SNE. They also proved that t-SNE 

can improve classifier performance if used as a preprocessing step when the amount of 

labeled data is low. They reported enhancement in the performance of the KNN classifier 



 

15 

as a result of reducing the dimensionality only to 2D using t-SNE over the original 

dataset as well as the mappings by PCA and IsoMap. 

 

 

Fig. 2.3 Visualization obtained using t-SNE on the musical loops database [36] 

Copyright © 2013, IEEE 

A comparative study [37] that studied the impact of seven dimensionality reduction 

techniques on the quality of the partitions produced by cluster analysis of micro-array data. 

The different techniques under study were: PCA, IsoMap, Locally Linear Embedding 

(LLE), Laplacian Eigenmaps (LE), t-SNE and General Discriminant Analysis (GDA). 

They also tested the consistency of their results by applying the different techniques to five 

different micro-array datasets. Their first finding was that applying any dimensionality 

reduction improved the clustering result over that obtained on the original dataset. The 

study concluded that t-SNE and Laplacian eigenmaps outperform PCA, kernel PCA, 

IsoMap and the Locally linear embedding techniques. In Fig. 2.4 and Fig. 2.5, we show 
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their provided visualizations to two of the datasets using t-SNE (The technique that 

achieved best overall results) and PCA (The most widely applied dimensionality reduction 

technique) and showed how t-SNE provides better separation of the different clusters 

within the data. 

 

Fig. 2.4 Visualization of Chowdary dataset using t-SNE on the left and PCA on the right [37] 

Copyright © 2011, IEEE 
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Fig. 2.5 Visualization of su dataset using t-SNE on the left and PCA on the right [37]  

Copyright © 2011, IEEE 

The work referenced in [38] identified faults in system elements and abnormal 

behaviors in circuits of the heating system of one of the buildings of University of Leon 

when the used t-SNE to reduce the dimensionality of the daily heating consumption data 

collected from the different sensors which enabled them to do proper analysis and identify 

the abnormal hidden patterns. 

In supplemental material to [15], the author compared the visualizations of t-SNE to 

those of IsoMap and Locally Linear Embedding on 6000 images from the MNIST dataset 

[39]. The MNIST dataset has 28x28 pixels-images of handwritten digits and proved that t-

SNE generates a mapping that is most suitable for visual exploration of the underlying 

structure of the dataset. Fig. 2.6 and Fig. 2.7 show the mapping generated by IsoMap and 

Locally Linear embedding respectively which fail to clearly separate the images of the 
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same digits into separate clusters. On the other hand, in Fig. 2.8 t-SNE mapped the images 

of the digits in well-separated 10 clusters each representing images of same digit. 

 

 

Fig. 2.6 Visualization of the MNIST dataset using IsoMap as presented in supplemental material to [15] 
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Fig. 2.7 Visualization of the MNIST dataset using LLE as presented in supplemental material to [15] 

 

 

Fig. 2.8  Visualization of the MNIST dataset using tSNE as presented in supplemental material to [15] 
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t-SNE succeeded and outperformed other visualization techniques to provide 

visually appealing mapping of different datasets for a wide variety of applications. The fact 

that it preserves and uncovers the real structure of the dataset motivated us to test its 

applicability in solving the problem of predicting students’ performance. We believe that 

students who perform similarly also possess similar characteristics and those who differ in 

their performance have different ones. Therefore, by using t-SNE, these clusters can be 

revealed and further studied for common characteristics. 
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CHAPTER (3): THEORETICAL BACKGROUND  

The curse of dimensionality has long been known as a real impediment to the 

success of machine learning and data mining techniques. The term has first been coined by 

Richard Bellman in 1957 when considering problems in dynamic programming [40], [41]. 

Bellman argued that as dimensionality increases, the data becomes sparse.  Accordingly, 

one would want to increase the number of observations in order to provide the machine 

learning algorithm with good space coverage and enable a satisfactory learning process. 

However, in the real world we are usually tied to a limited dataset size. This could be due 

to difficulty in collecting more data or limited time or processing resources to handle more 

data. Hence, dimensionality reduction became an inevitable step for an effective and 

efficient learning process. 

Dimensionality reduction techniques are classified into two types: Feature selection 

[5], [6], [7], [8] and feature extraction [9], [10]. Both techniques use different approaches 

to reduce dimensionality while maximizing some objective function. Feature selection 

methods try to find a small subset of the original set of features while feature extraction 

techniques apply transformations on the original dataset to come up with a completely new 

set of features on lower dimensional space. While feature selection has the advantage of 

retaining meaningful features, being restricted to the same number of features, feature 

extraction techniques may guarantee smaller value of information loss. This can be due to 

the fact that it combines important information from several real features in smaller number 

of artificial features. In this work, we focus on feature extraction techniques and we refer 

to them merely as dimensionality reduction techniques for simplicity. Among the most 

popular feature extraction techniques are: PCA, LLE, IsoMap and t-SNE. 
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   Principal Component Analysis (PCA) 

Principal Component Analysis is one of the earliest dimensionality reduction 

techniques [42]. Yet, it remains one of the most popular and commonly used in several 

applications [43]. It provides linear projection of high dimensional data such that the 

variance of the projected data is maximized. Unfortunately, PCA fails to provide good-

enough visualizations for datasets with non-linear manifolds1. 

PCA tries to project the data of n-dimensionality onto a lower sub-space taking into 

consideration the minimum loss of information by trying to find the principal components 

of the data set and maximizing the variance between data points such that each data point 

tells exactly how far it is from the main trend-lines of the data. The PCA tries to find new 

axes to plot the data in such a way that this transformation expresses the pattern between 

the data rather than mere plotting the data points in terms of the x and y axes (or more axes 

if the data is not in two dimensions). Doing so, it emphasizes variation and brings out the 

strong patterns in the dataset. However, the new projected co-ordinates do not actually 

mean something physical, they are combinations of the principal components of the data. 

3.1.1. Summary of the approach [44] 

Step 1: Subtract the mean from your data points: Subtract the mean of each dimension 

from each value for that dimension. If you have a two dimensional dataset, you would 

transform it such that 𝑥 becomes 𝑥 − 𝑥̅ and 𝑦 becomes 𝑦 − 𝑦̅ Where 𝑥̅ is the mean of the 

𝑥 values for all the data points and 𝑦̅ is the mean of the 𝑦 values for all the data points. This 

produces a new dataset whose mean is Zero, AdjustedData.  

Step 2: Calculate the covariance matrix 

Step 3: Calculate the eigenvectors and eigenvalues of the covariance matrix 

                                                 

1 A manifold is a topological space that locally resembles Euclidean space near each point. [59]  

https://en.wikipedia.org/wiki/Topological_space
https://en.wikipedia.org/wiki/Euclidean_space
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Since the covariance matrix is a square matrix, we can calculate its eigenvectors and 

eigenvalues. Eigenvectors are particularly important because they inform us about the 

pattern in the data. Accordingly, by extracting the eigenvectors of our covariance matrix, 

we are also extracting the lines that characterize the data. 

Step 4: Choose your eigen-vectors and compute your feature vector 

Each eigenvector is accompanied with an eigenvalue that expresses its importance in 

terms of the amount of variance that it can capture. If we aim at dimensionality reduction, 

then we would only consider eigenvectors that have significant eigenvalues. This action 

results in information loss but if the eigenvalues of the discarded eigenvectors are really 

small, we guarantee the minimum loss of data. Therefore, we order the eigenvectors in 

terms of their eigenvalues highest to lowest and omit the eigenvectors with the least 

significance. The matrix of chosen eigenvectors forms our new feature vector. 

 FeatureVector = (eig1,eig2,...,eign) (1) 

Step 5: Calculating the new dataset 

Your final data is the multiplication of the transposed feature vector by the transposed 

adjusted data.  

 FinalData = FeatureV ectorT * AdjustedDataT (2) 

 IsoMap 

IsoMap tries to overcome the challenge of non-linear dimensionality reduction 

illustrated by [45] using the “Swiss Roll” synthetic dataset. Fig. 3.1 shows the problem as 

demonstrated. IsoMap tries to preserve structure by using the geodesic distance to measure 

pair-wise similarity rather than the Euclidean distance. 
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Fig. 3.1 The Swiss Roll dataset 

From [45]. Reprinted with permission from AAAS. 
 

The diagram illustrates how IsoMap utilizes geodesic distance to find the distance between two points on a non-
linear manifold. (A) The dashed line representing the Euclidean distance between two arbitrarily chosen points 

(circled in blue) may not reflect their intrinsic similarity as measured by the geodesic distance on the lower 
dimension 2D space denoted by the solid blue line. (B) The red line segments show an approximation of the geodesic 

distance between the two points as achieved by traversing a constructed neighborhood graph between the two 
points (C) The two dimensional embedding recovered by the IsoMap preserves the shortest path distances in the 

neighborhood graph (overlaid). Now, straight lines in the embedding (blue) represent simpler and cleaner 
approximations to the true geodesic distance between the two points than do the corresponding graph paths (red). 

 

3.2.1. Summary of the Approach 

IsoMap has three main steps: 

Step 1: Construct a neighborhood graph G between all data-points such that 𝑖 and 𝑗 are 

only connected if 𝑖 is one of the nearest neighbors to 𝑗. The edge between 𝑖 and 𝑗 is set to 

the value of dij. 

Step 2: Compute a matrix M of the shortest path between each pair of points in G. 

Step 3: Apply classical multi-dimensional scaling MDS to the matrix of graph distances to 

construct an embedding of the data in a d-dimensional Euclidean space that best 

approximates the manifold’s intrinsic geometry. 

However, IsoMap will fail if the data points are not uniformly distributed or the dataset is 

of low-density. It is also known to fail if the structure of the dataset has holes [15]. 
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 Locally Linear Embedding (LLE) 

Locally linear embedding is another dimensionality reduction technique that 

addressed the problem of non-linearity [46] approximately at the same time as the IsoMap. 

The technique assumes that the data is well sampled such that it preserves the structure of 

its underlying manifold. Accordingly, it expects that each data point and its k-nearest 

neighbors lie on or close to a linear patch of the manifold. It tries to arrange the data in a 

lower-dimensional map such that the relation between the point and its neighboring 

reconstructions is maintained, setting the weight of points that do not fall into the set of 

neighbors to 0. The first problem with this technique is how can one choose the value of 

the k nearest neighbors. Another problem is in the main assumption that the data is well 

sampled and sufficient so that the nearest neighbors actually fall close to each other. The 

algorithm’s biggest failure mode is that it can map faraway inputs to nearby outputs when 

the manifold is under-sampled thus failing to maintain the global structure of the data. 

 t-Stochastic Neighbor Embedding (t-SNE) 

t-SNE was first introduced in 2008 [15] as a data visualization technique that 

visualizes high-dimensional data by giving each data-point a location in a two or three 

dimensional map. t-SNE overcomes the overcrowding problem that its ancestor SNE 

suffered from. The main power of t-SNE comes from the fact that it is capable of capturing 

the local structure of the high-dimensional data very well, while maintaining the global 

structure such as the presence of clusters. 

t-SNE tries to conserve the structure of the data by guaranteeing that if two points are 

close together in the higher dimension, they remain as close in the lower dimension. That 

is, if xi is a data-point in the original D-dimensional data space denoted by RD and we are 
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interested in finding a proper mapping for our data-point yi in a two-dimensional space R2, 

such that if xi and xj were close to each-others in the high dimensional space, yi and yj remain 

close in the lower dimensional space. 

t-SNE measures how close xj is from xi by centering a Gaussian distribution around xi 

with a given variance and normalizes it over all distances between xi and other points falling 

under that Gaussian. The variance differs for every point such that points in dense areas are 

given smaller variance than that given for points in sparse area. Then, it assumes that the 

conditional probability of picking the point xj given that xi was picked is proportional to 

their similarity or in other words, inversely proportional to the distance between the two 

points denoted by |xi − xj|. 

𝑝𝑗|𝑖 =  
𝑒

(
|𝑥𝑖− 𝑥𝑗|2

2𝛿𝑖
2 )

∑ 𝑒
(
|𝑥𝑖− 𝑥𝑗|2

2 𝛿𝑖
2 )

𝑘≠𝑖

                              (3)              

Then a joint distribution is calculated as the average of pj|i and pi|j. This symmetrizes 

the joint probability 𝑝𝑖𝑗 and 𝑝𝑗𝑖 which guarantees that each data point makes a significant 

contribution to the cost function even if xi is an outlier. 

𝑝𝑖𝑗 =  
(𝑝𝑗|𝑖+ 𝑝𝑖|𝑗)

2𝑁
   (4) 

where N is the number of data points 

For the lower dimensional mapping, t-SNE starts with random assignment of the data 

points on a lower dimensional map, hence the “Stochastic” part of the technique’s name. 

The distance between any two points on the lower dimensional space is calculated in the 

same way with just one difference that we consider the Student-t distribution with 1 degrees 

of freedom rather than normal distribution to make use of its heavier tails property.  
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𝑞𝑖𝑗 =  
(1+|𝑦𝑖− 𝑦𝑗|2)−1

∑ (1+|𝑦𝑘− 𝑦𝑚|2)−1
𝑘≠𝑚

                                         (5) 

 This proved to help t-SNE alleviate the crowding problem suffered by its ancestor 

SNE. 

t-SNE tried to find a lower dimensional embedding with a probability distribution 𝑄 

such that the distance between the probability distribution in the high dimensional space P 

and Q is minimized by minimizing the Kullback-Leiber divergence between the two 

probability distributions:  

𝐾𝐿 (𝑃 ≈ 𝑄) =  ∑ 𝑝𝑖𝑗  𝑙𝑜𝑔𝑖≠𝑗  (
𝑝𝑖𝑗

𝑞𝑖𝑗
)                               (6) 
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CHAPTER (4): PROPOSED SOLUTION 

Our research can be categorized under data mining applications. Therefore, we 

followed the standard process “CRoss-Industry Standard Process for Data Mining – 

CRISP-DM” reference model [47] to guide our research efforts. In this section, we briefly 

introduce our solution to the problem of students’ performance prediction at AUC in light 

of the CRISP-DM Model. 

 Phase 1 - Business Understanding 

This initial phase focuses on understanding of the business objective and 

formulating the data mining problem statement. This phase was fast-forwarded due to the 

author’s professional experience in the Data Analytics and Institutional Research 

Department at AUC2. Universities are concerned about student success and providing 

premium support services to guide their students through their academic journey. In [48], 

Cuseo et al. listed student academic achievement as one of the key indicators for student 

success and outlined 12 potent principles of effective student support program delivery 

highlighting the need for an institution to be proactive taking early, preventative actions to 

address students’ problems in an anticipatory fashion. AUC, being a no-exception, aims at 

guiding academically struggling students and helping them enhance their performance. 

This should automatically reflect on its retention and graduation rates. Our literature review 

covered in Chapter 2 further familiarized us with the problem and the research conducted 

                                                 

2 The Office of Data Analytics and Institutional Research at AUC offers a variety of services and 

products to support AUC academic and administrative units, as well as outside constituencies, with planning, 

assessment, accreditation, research and data analysis needs. 
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on how to solve it. Finally, we came up with our business problem statement and the Data 

mining problem definition discussed in Chapter 1  and we further elaborate on it below. 

4.1.1. Business Problem Statement 

We need to provide for a solution that can help the AUC administration identify 

students whose GPAs are more likely to fall below 2.0 in their third year of studies at AUC. 

The prediction will be based on two-years performance in order to leave an ample of time 

(1 year) for employing strategies of interventions and corrective actions to help those 

students enhance their performance. 

4.1.2. Data Mining Problem Statement 

Given a dataset of historical data on students’ two-years performance at AUC, we 

want to classify the students based on their expected third-year GPA into seven groups; 

starting with the lowest achievers (GPA below 2.0) and ending with the highest achievers 

(GPA is 3.8 or more). 

 Phase 2 - Data Understanding 

The second phase of the CRISP-DM Model is to provide a thorough understanding 

of the students’ data. Initially, we started with researching what features would be relevant 

to our model then we proceeded to the data collection and a set of tasks that helped us get 

familiar with the data, identify data quality problems and discover first insights into the 

data. 

4.2.1. Identifying Relevant Data Elements for Collection 

This phase required research on our end on similar models and studies conducted in the 

higher education industry on factors affecting student performance. A commissioned report 
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for the National Symposium on Post-Secondary Student Success [49] divided factors 

affecting student success into: 

 Student background characteristics (Gender, Ethnicity, Family 

Background, educational aspirations, Native Vs. International students, first 

generation students, Transfer students, Athletes) and pre-college 

experiences (Academic Intensity in High School) 

 Availability of Financial Aid 

 Student Engagement (Enrollment in Extra-Curricular Activities, Students 

living on campus, students’ interaction with their peers, students’ 

interaction with faculty, Students’ perception on how supportive is their 

college of their academic and social needs) 

 Student Satisfaction 

 Structural and Organizational Characteristics of the institution and the 

support services provided. 

A research conducted in University of Maryland [50] presented a model for student 

success that focuses on how campuses should integrate data across systems. They focused 

on integrating data elements from the Learning Management System (LMS), Student 

Information system and Extracurricular activities into one predictive model for student 

success. 

Northern Arizona University [51] prepared a predictive model of student performance 

in gateway courses and used the following set of data elements as input to the model: 

 Age, gender and ethnicity 



 

31 

 Cumulative earned hours and GPA 

 Current semester enrolled credits and GPA 

 High school GPA and rank 

 ACT and SAT scores 

 Socioeconomic status 

We tried to map these data elements to data collected at AUC, extracted the data 

from the main student information system database, Banner®[52]. Data tables such as 

academic history, enrollment and admissions were joined to create one unique record per 

student. Table 4.1 to Table 4.6 show a brief description of the main data elements collected. 

Table 4.1 AUC Dataset: Demographic Attributes 

 Attribute Attribute Description 

Demographics GEN Student gender (M: Male or F: Female) 

 NATN Student’s birth nation (EG: Egyptians, AR: Arabs, 

US: Americans, OT: Others) 

 LEGACY Student’s parents or siblings attended AUC (M: 

Mother, F: Father, S: Sibling, 

T:Staff, N:Not Available) 

 

 

Table 4.2 AUC Dataset: Admissions Attributes 

 Attribute Attribute Description 

Admissions Prior School Student’s high school name (24 unique values 

and OT: Others) 

HS.DPLM Student’s high school certificate (AB: Abitur, IG: 

IGCSE/GCSE, 

IB: International Baccalaureate, HS: American 

Diploma, TS: National Certificate - Science 

Track, TA: National Certificate - Arts Track, FA: 

French 

Baccalaureate, OT: Others) 
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HS.Score Numerical value for student’s score in high 

school. Scale differs per certificate. 

ENGL.PLACE Student’s English Placement based on 

standardized exams (Numerical) 

FRST.CNTCT First contact between student and AUC (WLK: 

Walk-in, WEB: Web Inquiry, SVA: School Visit 

to AUC, HSV: High School Visit, WBA: Web 

Application, MER: Merit Scholarship, LED: 

LEAD program) 

ADMS.MAJR The major the student was admitted to (UNDU: 

Undeclared, AENG: Architectural Engineering, 

CENG: Construction Engineering, MENG: 

Mechanical Engineering, EENG: Electrical 

Engineering, PENG: Petroleum Engineering, 

CSCI: Computer Science, CSCE: Computer 

Engineering, BIOL: Biology) 

 

Table 4.3 AUC Dataset: General Academic Attributes 

  Attribute Attribute Description 

General Academic 

Attributes 

 

UNDU.SEMS Number of semesters before declaring a major 

PROB.SEMS Number of semesters placed on probation 

INACTIV.SEMS Number of semesters a student was inactive 

CHNG.MAJR Number of times a student changed his major in 

his first two years 

CRSES.FAILED Number of courses failed in the first two years 

CRSES.WITHDREW Number of courses dropped or withdrew from in 

the first two years 

CRSES.INCOMP Number of incomplete courses on the academic 

history of the student 

SCI.120 Student grade in the Scientific and 

Critical Thinking course 
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Table 4.4 AUC Dataset: Student Engagement Indicators 

 Attribute Attribute Description 

Student 

Engagement 

Indicators 

WRK.STUDY Indicator of enrolling in a work-study program 

ACTIVITIES Indicator of enrolling in extracurricular activities 

in any of his first 4 semesters 

 HOUSING Indicator of whether the student is living in the 

AUC dorms or not 

 SPRTS.SCH Indicator of being on a Sports scholarship in any 

of his first 4 semesters 

 CULT.SCH Indicator of being on Cultural scholarship in any 

of his first 4 semesters 

 

Table 4.5 AUC Dataset: Financial Assistance Attributes 

 Attribute Attribute Description 

Financial 

Assistance 

FIN.AID Indicator of receiving financial aid in any of his 

first 4 semesters 

 ACHIEV.SCH Indicator of receiving achievement scholarship in 

any of his first 4 semesters 

 

 

Table 4.6 AUC Dataset: Academic Information 

 Attribute Attribute Description 

First Year Academic 

Information 

FRST.YR.ERNED.HR   Total number of hours earned in the first year 

(Numeric) 

FRST.YR.GPA Student’s GPA in his/her first year 

  Second Year 

Academic 

Information 

SCND.YR.ERNED.HR  Total number of hours earned in the second year 

(Numeric) 

SCND.YR.GPA Student’s GPA in his/her second year 

Third Year 

Academic 

Information 

 

THRD.YR.GPA Student’s GPA in his/her third year 
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4.2.2. Data Quality Assessment and Challenges 

We assessed our data based on two factors: Comprehensiveness to the model and 

Quality of the existent data. Comprehensiveness is whether the data covers all aspects and 

factors contributing to student success and that was subject to our accessibility to the data 

and whether AUC collects this data in the first place. 

• Shortage on data related to students’ perspectives and satisfaction as at the time of 

this study, AUC conducted surveys in anonymous fashion which hindered linking 

students’ perspectives to their academic and demographic facts. 

• Difficulty in acquiring data related to students’ memberships in extra-curricular 

activities and sports teams. We tried to approximate this data to transactions on 

students’ requests of extra-curricular activities transcript, however, this did not prove 

significant as the numbers were very low and we know that a much larger population 

of AUC students engage in extra-curricular activities. As for the sports information, 

we included indicators for students on sports scholarships. That was not an indicator 

of students’ engagement, rather another indicator of receiving financial assistance. 

We hope that revisiting the model when this data is made available may result in 

enhancing its prediction power and uncover relationships between student 

engagement and academic performance. 

• Difficulty in collecting data about family socioeconomic status and educational 

background. We hope that this data starts to be collected in the admissions 

application for future enhancement. 

• We faced difficulty securing access to the data collected through the Learning 

Management System. AUC is taking its first steps in building a full-stack Business 

Intelligence System which will provide a 360° view of the student and will make this 

data readily available and accessible for future enhancements. 
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For data quality assessment, we believe the collected data is in good shape. Few records 

had some missing values and we preferred completely excluding them from our dataset 

over using imputation techniques. The reason for that is that we wanted to avoid adding to 

the uncertainty of the model by imputing the missing values. 

 Phase 3 – Data Preparation 

Before feeding the data into the model, data cleansing and transformation are inevitable 

in order to put the data in its final format that is more suitable for the data model. Below 

are some examples of the data cleansing processes undertaken: 

• Data Aggregations: We combined different data values into groups based on our 

business understanding of the problem. Example: We aggregated 47 nationalities 

into four values only (EG: Egyptians, AR: Arabs, US: Americans and OT: Others). 

We also grouped 28 high school certificates into seven main certificates (AB: Abitur, 

IG: IGCSE/GCSE, HS: American Diploma, FA: French Baccalaureate, IB: 

International Baccalaureate, TS: Thannaweya Amma - Science Track and TA: 

Thannaweya Amma - Arts Track) and the rest of the certificates into “Others” 

• Categorical Attributes: A categorical attribute of n values was transformed into n− 1 

boolean dummy variables using the “Hot-one Encoding” technique. 

• Numerical Attributes: Highly skewed numerical attributes such as GPA were 

transformed using the BoxCox Transformation function [53] in attempts to enforce 

data normality. The labeling class THRD.YR.GPA was converted from a continuous 

numerical value into a categorical variable based on business rules.  

• Constructed Attributes: We calculated new variables to reflect important student 

performance indicators not readily available in the database such as number of 
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semesters before declaration, number of semesters on probation, number of courses 

failed, number of incomplete courses, ...etc 

Missing Values: We took the decision to exclude missing values because we had a 

fairly large dataset with few records having missing values. We preferred to remove the 

records over using imputation methods to find estimates to the missing values which would 

add uncertainty to our model. 

 Phase 4 – Modeling 

We wanted to compare the performance of different algorithms that belong different 

families of machine learning techniques that are well suited to solve our classification 

problem so we chose: 

 An instance-based classifier (The lazy KNN – K-Nearest Neighbor) 

 A Decision Tree algorithm (RPART – Recursive Partitioning for classification and 

regression trees) 

 An ensemble classifier (RF – Random Forest) 

 A neural network classifier (NN - feed-forward neural network with a single 

hidden layer)  

 A kernel based support vector machine (SVM - Radial Basis Kernel) 

For the UCI dataset -benchmarking set of experiments, we sticked to the ones that were 

used by the original authors from the list above.  

We picked R for implementation because it is one of the top Analytics and Data Science 

tools, as per the KDnuggets software 2016 Poll [54]. We used the R package “caret” (short 

for classification and regression training) which contains functions to streamline the model 
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training process for complex regression and classification problems [55], [56] and the 

“Rtsne” package for t-SNE implementation. 

We used the repeated cross-validation resampling technique for training and evaluating 

the model. The rationale behind this decision is to keep as much data for training and yet 

evaluate the model performance on data other than that used for training. We employ 10-

fold cross-validation with 5 repeats. In other words, we split the data into 10 subsamples, 

train the model on 90% of the data and use the model to predict the remaining 10%. The 

average of the 10 model evaluation metrics becomes our estimate of the actual goodness of 

the model. We repeat this 5 times and average the results. 

We utilized the “caret” package to evaluate, using resampling, the effect of different 

model parameters on the model performance and choose the optimal model across those 

parameters. 

Fig. 4.1 shows a flowchart diagram of our proposed solution, starting with the data 

preparation phase, dimensionality reduction and splitting of the data into training and 

testing sets in a repeated cross-validation fashion, followed by the classification step which 

provides us with the predicted GPA interval for each student. Chapter 5 discusses our 

conducted experiments in details. 

 Phase 5 – Model Evaluation 

In order to evaluate our model, it was necessary to test our proposed solution against 

previously reported benchmarking results. Therefore, we used the Portuguese Student 

Performance dataset publicly available on the UCI-Repository and compared our 

prediction accuracy to that reported by [57] in Chapter 5. The prediction accuracy achieved 
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on this benchmarking dataset was also useful in informing us about the industry average 

for similar prediction problems. We also compared using our prediction performance using 

the t-SNE mappings to that achieved on the full AUC dataset without dimensionality 

reduction. Finally, we conducted a set of experiments that compare the visualization 

achieved by PCA and t-SNE and the classification results on the lower dimensional 

mapping.  

For the model performance evaluation, we used the two metrics: Accuracy (Percentage 

of correct classification) and Kappa. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑎𝑠𝑒𝑠
               (7) 

𝐾𝑎𝑝𝑝𝑎 =  
𝑝°−𝑝𝑒

1− 𝑝𝑒
                                             (8) 

where 𝑝° is the relative observed agreement among raters and 𝑝𝑒 is the hypothetical 

probability that the agreement is due to chance.  

 Since we employed repeated cross-validation resampling, we report the average of 

both metrics and the relevant 95% confidence interval. We used Kappa because it is another 

single-value metric that takes into account the possibility of correct classification 

happening by chance. We provide a discussion on the results of our experiments in Chapter 

5. 

Also, as part of this phase, we identified other student attributes that can enhance 

performance prediction and summarized them in Chapter 6: Conclusion and Future Work. 
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 Deployment 

List of students identified to be at-risk (GPA less than 2.0) should be reported every 

semester to the responsible departments in order to start a persistent communication 

process with the students. This may include special advising and career mentoring sessions. 

During these sessions, students may be advised to change majors to ones that are more 

suitable to their interests and academic abilities. Counseling sessions may help uncover 

psychological or physical challenges and enable suitable and timely interventions. We also 

aim at integrating this model into AUC’s 2017 Business Intelligence Project. This will 

significantly speed up the data preparation phase and will ensure systematic data 

transformations every semester. 

 

Fig. 4.1 Flowchart for our proposed solution showing t-SNE as a pre-classification step to reduce the dataset 
dimensionality. 
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CHAPTER (5): EXPERIMENTS 

We conducted three sets of experiments for different purposes. The first set of 

experiments test the effectiveness of t-SNE as a dimensionality reduction technique against 

a benchmarking dataset, the second set explores t-SNE’s clustering and visualization 

abilities on AUC dataset and the third set focuses on comparing the classification results 

using t-SNE and PCA as dimensionality reduction techniques on AUC dataset. Details of 

each dataset is provided before the set of relevant experiments.  

 Benchmark Dataset: UCI-Predicting Portuguese Secondary School Student 

Performance [57] 

5.1.1. Dataset 

The dataset is for real-world data from two Portuguese secondary schools. The 

dataset contains students’ academic information (eg. grades and number of absences) as 

well as demographical and social information (eg. student’s age, alcohol consumption, 

mother’s education). Table 5.1 shows the dataset attributes in details. Cortez et al. [57] 

worked on two different datasets; one for predicting student performance in Mathematics 

course and another for Portuguese language course. In our work, we focus on the latter 

dataset. They also had three variations of the dataset; each treating the class label attribute 

differently. They conducted a set of regression experiments where the target variable: 

“Portuguese grade” is a continuous variable. They also conducted two sets of classification 

experiments where the target variable was set to boolean (Pass/Fail) or five-level 

classification. In the five-level classification experiments, the continuous grade attribute 

(target attribute) was binned into five bins 0-9, 10-11, 12-13, 14-15, 16-20. The dataset 
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contained 649 records with 32 predictors divided into 3 nominal, 12 binary and 17 

numerical variables and a single nominal class label. In our work, we focus on one variation 

of their dataset (Five-level classification of the final Portuguese grade) and compare our 

solution to theirs. 

Table 5.1 - Attributes of UCI Portuguese secondary school students’ performance [57] 

Attribute Description 

Sex Student’s sex (binary: female or male) 

Age Student’s age (numeric: from 15 to 22) 

School Student’s school (binary: Gabriel Pereira or Mouzinho da Silveina) 

Address Student’s home address type: (binary: urban or rural) 

Pstatus Parent’s cohabitation status: (binary: living together or apart) 

Medu Mother’s education (numeric: from 0 to 4) 

Mjob Mother’s job (nominal) 

Fedu Father’s education (numeric: from 0 to 4) 

Fjob Father’s job (nominal) 

Guardian Student’s guardian (nominal: mother, father or other) 

Famsize Family siza (binary: <= 3 or > 3) 

Famrel Quality of family relationships (numeric: from 1- very bad to 5 – excellent) 

Reason Reason to choose this school (nominal: close to home, school reputation, course preference 

or other)  

Traveltime House to school travel time (numeric: 1- <15min, 2 – 15 to 30 min, 3 – 30 min to 1 hour or 

4 - > 1 hour). 

Studytime Weekly study time (numeric: 1 - < 2 hours, 2 – 2 to 5 hours, 3 – 5 to 10 hours or 4 - > 10 

hours) 

Failures Number of past class failures 

Schoolsup Extra education school support (binary: yes or no) 

Famsup Family educational school support (binary: yes or no) 

Activities Extra-curricular activities (binary: yes or no) 

Paidclass Extra paid classes (binary: yes or no) 

Internet Internet access at house (binary: yes or no) 

Nursery Attended nursery school (binary: yes or no) 

Higher Wants to take higher education (binary: yes or no) 

Romantic With a romantic relationship (binary: yes or no) 

Freetime Free time after school (numeric: from 1 – very low to 5 – very high) 

Goout Going out with friends (numeric: from 1 – very low to 5 – very high) 

Walc Weekend alcohol consumption (numeric: from 1 – very low  to 5 –very high) 

Dalc Weekday alcohol consumption (numeric: from 1 – very low  to 5 –very high) 

Health Current health status (numeric: from 1 – very bad to 5 – very good) 

Absences Number of school absences (numeric: from 0 to 93) 

G1 First period grade (numeric: from 0 to 20) 

G2 Second period grade (numeric: from 0 to 20) 

G3 Final grade (numeric: from 0 to 20) 

 

5.1.2. Data Preprocessing 

We preprocessed the dataset as a preparation step for t-SNE. We created dummy 

variables [54] to replace the nominal variables such that for each nominal attribute with n 
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values, we create n − 1 binary dummy variables. For example, Medu refering to mother’s 

education takes 5 different values, therefore we replaced it by 4 dummy variables: health, 

teaching, civil and home where the value for the variable health is 1 only if Medu = 

“health”. If the 4 dummy variables are set to zero, this would mean that Medu was equal 

to its last value, “Other”. Numerical values were also standardized by subtracting the mean 

and dividing by the standard deviation. 

We used the Gower distance metric [58] which uses a different metric for each type of 

variables when calculating the distance between the data points in the high dimensional 

space. The greatest added value comes from the fact that Gower distance uses the dice 

coefficient metric for calculating the distance for nominal variables. It takes into 

consideration that if two data points do not have a specific property then that should not 

count as a similarity. For example, if the variable [Medu = “health”] for two students is 

equal to 0, then that does not indicate any similarity between them. We also assigned 

different weights for the variables based on the Information gained by each. Finally, we 

calculated a similarity matrix for the data points. 

5.1.3. Dimensionality Reduction using t-SNE 

We used the R package “Rtsne” to calculate the t-SNE mapping using the 

calculated similarity matrix then we plotted the results in 2D and 3D. The mapping 

was done in an unsupervised learning mode where we completely hid the final grade 

label during the training and only used it to color the data points on the graphs. Fig. 

5.1 shows the two-dimensional mapping obtained which we believe that it has 
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succeeded in finding a lower dimensional mapping that uncovers the underlying data 

structure because it has the following two properties: 

• Students belonging to the same cluster are mapped close to each-others 

• Semantically distant clusters are mapped far from each-others; (for example: the 

highest achievers (blue) are the farthest from the lowest achievers (red)). 

 

 

 

Fig. 5.1 2D Mapping of the UCI Students’ Performance Dataset, the final grade was only used for coloring the data-
points. 

 

Student Final Grade 
 0 to 9 
 9 to 11 
 11 to 13 
 13 to 15 
 15 to 20 
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Fig. 5.2 3D Mapping of the UCI Students’ Performance Dataset, the final grade was only used for coloring the data 
points. 

 

 
Table 5.2 Comparison of the classification accuracy on the UCI dataset  

 NN RF RPART KNN, k = 11 

t-SNE 2D Mapping 74% ± 1.5 71% ± 1.5 58% ±1.1 73% ± 1.4 

t-SNE 3D Mapping 77% ± 1.3 73% ± 1.4 71% ± 1.2 74%± 1.4 

Previously Reported [57] 65% ±0.9 74% ±0.2 76%±0.1 - 

Similarly, Fig. 5.2 shows the three-dimensional mapping obtained which successfully 

maintains the same properties of the 2D mapping. 

5.1.4. Comparison of Classification Results 

Visually exploring the data, we were confident that if one data point was uncolored, 

we will be able to guess to which group it should belong based on its nearest neighbors. 

We were then curious to know if this would also inform a classifier about the structure of 

the data and hence, improve its performance. Accordingly, we trained different types of 

classifiers on the 2D and 3D mapping and assessed their performance with respect to the 

Student Final Grade 
 0 to 9 
 9 to 11 
 11 to 13 
 13 to 15 
 15 to 20 
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best achieved and reported on the full-dataset by Cortez et al. [57], namely Neural Network, 

Random Forest and Decision Tree. Table 5.2 shows percentage of correct classifications 

(PCC) of the aforementioned classifiers when applied to t-SNE 2D mapping and t-SNE 3D 

mapping in comparison to the originally reported values on the full dataset. K-nearest 

neighbor (KNN) which was not considered by the original authors is considered here to 

represent simple classifier. We applied KNN to the full dataset and obtained an average of 

40% for the percentage of correct classifications achieved on the full dataset. 

5.1.5. Results Discussion 

The neural network witnessed a performance improvement from 65% on the full 

dataset to 74% on the 2D mapping and 77% on the 3D mapping to beat the 76% which is 

the best achieved using the decision tree on the full dataset. Cortez et al. explained the low 

performance on the full-dataset dataset as a result of the high number of irrelevant 

attributes. This emphasizes the role of t-SNE as an effective dimensionality reduction 

technique. For the decision trees algorithms, there had been a decrease in the performance 

which can be explained as a normal information loss resulting from dimensionality 

reduction. The significant enhancement to the KNN classifier can be justified by the fact 

that the KNN is sensitive to data dimensionality when calculating distances between data 

points, and that t-SNE’s lower dimensional mapping uncovered the local structure which 

made it easier to find the true nearest neighbors.  
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 AUC Dataset (All Attributes) – Exploring visualization capabilities of t-SNE 

5.2.1. Dataset 

The dataset was prepared by joining different tables from the main students’ 

information system at AUC. The dataset contains historical data for students’ (3141 

records) whose first semester was in between Spring 2011 and Spring 2014, excluding any 

previously attended semesters in the preparatory Intensive English Language Program. For 

example, we used information about students’ first attending AUC in Spring 2011 to 

predict their performance as of the end of their third year, Spring 2013. The reason we 

could not include students whose first semester is later than Spring 2014 is that at the time 

of our study, we only had information about the students’ grades in Spring 2016 counting 

as the third year from Spring 2014. For more details on the dataset and its attributes, please 

refer to Chapter 4. 

5.2.2. Dimensionality Reduction using t-SNE 

The dataset was preprocessed to handle categorical variables and remove near-zero 

variance attributes then it was mapped on 2D and 3D using t-SNE in an unsupervised 

learning mode where we completely hid the Third Year GPA label during the training and 

only used it to color the data points on the graphs. Fig. 5.3 shows the 2D  mapping 

obtained. Once again, t-SNE succeeded in finding a lower dimensional mapping that 

uncovers the underlying data structure. The mapping maintained the same properties of 

the mapping obtained for the UCI dataset. 

• Students were separated into three major clusters: Students maintained or gained 

achievement scholarship on one side and students who were never awarded an 

achievement scholarship on the other side. Students who lost their achievement 
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scholarship are very few and mapped close to those who were never awarded 

indicating their low performance. 

• Students belonging to the same cluster are mapped close to each-others 

• Semantically distant clusters are mapped far from each-others; (for example: the 

highest achievers (denoted by blue and purple points) are the farthest from the lowest 

achievers (denoted by red points)). 

Similarly, Fig. 5.4 shows the three-dimensional mapping obtained which 

successfully maintains the same properties of the 2D mapping. 

 

Fig. 5.3 t-SNE 2D Mapping of AUC student performance dataset 

 

 

Student Third Year GPA 
 [0,2[ 
 [2, 2.5[ 
 [2.5, 3[ 
 [3, 3.4[ 
 [3.4, 3.6[ 
 [3.6, 3.8[ 
 [3.8, 4] 
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Fig. 5.4 t-SNE 3D mapping of AUC student performance dataset 

Student Third Year GPA 
 [0,2[ 
 [2, 2.5[ 
 [2.5, 3[ 
 [3, 3.4[ 
 [3.4, 3.6[ 
 [3.6, 3.8[ 
 [3.8, 4] 
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Fig. 5.5 t-SNE 2D mapping of AUC dataset. Achievement scholarship status used for color coding. 

 

 

Fig. 5.6 t-SNE 2D mapping of AUC dataset. Gender used for color coding 

 

 

Achievement 
Scholarship 

Gained 
Lost 
Maintained 
Never Gained 
 

Gender 

Female 
Male 
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Fig. 5.7 t-SNE 2D mapping of AUC dataset. Students' majors used for color coding. Sciences and Engineering in 
blue, Business in orange and Undecided in red. 

 

 

 

Fig. 5.8 t-SNE 2D mapping of AUC dataset. Second Year GPA used for color coding 

 

We conducted further visual exploration of t-SNE mappings to understand the 

arrangement of the data points. In every plot, we used a different feature for color coding 

Second Year GPA 



 

51 

in order to visually check if this feature contributed to the clustering of the data points. We 

used Tableau for this exercise for fast and easy visual exploration.  

 

Fig. 5.5 shows that t-SNE used the status of students’ academic achievement 

scholarship to separate students into four main clusters; students who never received an 

achievement scholarship (two clusters on the top right corner), those who maintained it 

over the course of two years and those who gained in the second year. A few students lost 

it and they are mapped near those never received achievement scholarship. A clear 

separation between students who never received achievement and the other two main 

clusters indicates that students belonging to that cluster behave differently than others. This 

makes sense because students who receive academic achievement scholarship are 

academically distinguishable.  

 

Fig. 5.6 shows that t-SNE used the student gender to further dissect the clusters into 

clusters of males and females and Fig. 5.7 shows major enrollment of these students in the 

main three schools at AUC; Sciences and Engineering, School of Business and undecided 

as of their second year at AUC. It is interesting to see that all undecided students who were 

not able to declare a major by their second year fall on the side of students who never 

received achievement scholarship and are even forming a separate cluster. Fig. 5.8 shows 

that t-SNE used the students’ second year GPA to arrange them within each cluster such 

that students with high GPA fall close to each-others but far from those who have low 

GPAs.   
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5.2.3. Comparison of classification results before and after applying t-SNE 

t-SNE mapping succeeds for the second time in boosting the performance of the 

lazy K-nearest neighbor from an accuracy of 35% on the full dataset to 66% which is a 

comparable performance to the other two non-linear classifiers. We relate that to our claim 

that t-SNE simplifies the problem by bringing it down to a lower dimensional space with 

minimal information loss. Table 5.3 shows a comparison of the performance of the 

different algorithms on the full dataset, the 2D mapping and the 3D mapping. Random 

Forest achieves highest accuracy 72% on the full-dataset. However, the second best is 

equally achieved by the NN and the KNN 68% on the 3D t-SNE was only 4% lower. We 

can see that the three algorithms performed almost equally on the 3D mapping with a slight 

improvement over the 2D mapping. This means that the algorithm performance became 

fully dependent on how good the data mapping was. 

Table 5.3 Comparison of the classification accuracy on AUC  full dataset 

 NN RF RPART SVM KNN 

t-SNE 2D Mapping 66% ± 0.7 66% ± 0.6 51% ± 0.7 54% ± 0.6 68% ± 0.8 

t-SNE 3D Mapping 68% ± 0.7§ 68% ± 0.6 52% ± 0.6 57% ± 0.5§ 68% ± 0.7 

Raw Dataset 
No  dimensionality Reduction 

62% ± 0.9 72% ± 0.7§ 65% ± 0.8§ 50% ± 0.5 35% ± 0.7 

§ - Statistical significance under pairwise comparison with same method under different variations of the dataset 

Table 5.4 Comparison of the classification results using Cohen’s Kappa on AUC full dataset 

 NN RF RPART SVM KNN 

t-SNE 2D Mapping 58% ±0.9 58% ±0.8 40% ± 0.8 45% ± 0.7 62% ±0.1 

t-SNE 3D Mapping 61% ±0.9 61% ±0.8 41% ± 0.7 49% ± 0.8 61% ±0.8 

Raw Dataset 
No  dimensionality Reduction 

53% ±0.9 66% ±0.9 57% ± 1.1 41% ± 0.6 20% ±0.9 
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5.2.4. Results Discussion 

The enhancement in performance of the Neural Network and the KNN is aligned 

with our findings on the benchmarking dataset. The Random Forest still records highest 

performance on the full-dataset. Random Forest is an ensemble classifier that runs 

efficiently on large datasets which may be is the reason for their superior performance on 

the full-dataset. The performance of random forests is determined by two measures: 

strength and correlation. The strength of each individual tree in the forest. A tree with a 

low error rate is a strong classifier. Increasing the strength of these individual classifiers 

increases the overall strength of the forest. The correlation is the average correlation 

between the pairs of trees. Increasing the correlation between the individual trees increases 

the error rate of the forest. By reducing the dimensionality of our dataset to only two or 

three dimensions, we are reducing the strengths of our individual trees and increasing the 

correlation which would consequently negatively affect the overall performance of the 

random forest. Accordingly, the main advantage of using t-SNE mapping as a 

dimensionality reduction technique is to decrease the training time of the random forest at 

the expense of losing some accuracy (4%). For AUC purposes and because we are still 

introducing the culture of predictive modeling to the community with this being the first 

predictive model, we are willing to sacrifice some of the accuracy in our first deployment 

with the aim to make build the trust of our community into predictive analytics. Therefore, 

we found the combination of t-SNE and KNN appealing because they are easy to explain 

and will be more comprehended by the audience. After putting the model in effect, we will 

be migrating to more sophisticated models with higher accuracy and enhanced datasets. 
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 AUC Dataset (Numeric Attributes) – Comparing t-SNE to PCA 

5.3.1. Dataset 

This dataset is the same dataset used in the previous set of experiments in section 

5.1.1 with the exception that it has numeric attributes only; not including categorical 

attributes such as gender, nationality, …etc. We checked the effect of this variation on the 

prediction accuracy of the model. We also compared the visualizations produced by both 

techniques: PCA and t-SNE. 

5.3.2. Visualizing data using PCA and t-SNE 

Fig. 5.9 and Fig. 5.10 show the 2D and 3D PCA mapping respectively. The data 

points are cluttered and are highly overlapping. Fig. 5.11 and Fig. 5.12 show the 2D and 

3D t-SNE mapping respectively. The area of overlap between data points belonging to 

different classes is smaller in comparison to the PCA mapping. This tempted us to 

compare the classification results. 

5.3.3. Comparison of Classification Results 

Table 5.5 compare the classification results for the PCA and t-SNE mappings.  It is 

clear that t-SNE not only provided a better mapping, it also guaranteed higher prediction 

accuracy for all the classification models. 
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Fig. 5.9 PCA 2D Mapping of numerical AUC students’ 
performance dataset 

 

 

 

 

Fig. 5.10 t-SNE 2D Mapping of numerical AUC 
students' performance dataset 

 

 

 

 

Fig. 5.11 PCA 3D Mapping of numerical AUC students' 
performance dataset 

 

 

 

 

Fig. 5.12 t-SNE 3D Mapping of numerical AUC 
students' performance dataset 
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Table 5.5 - Comparison of classification accuracy of PCA And t-SNE Mappings Of AUC Numerical Dataset 

 NN RF RPART SVM KNN 

PCA 2DMapping 47% ± 0.8 41% ± 0.7 44% ± 0.6 41% ± 0.7 43% ± 0.6 

PCA 3D Mapping 52% ± 0.6 49% ± 0.7 44% ± 0.5 44% ± 0.6 49 ± 0.6 

t-SNE 2D Mapping 70% ± 0.6 67% ± 0.8 61% ± 0.6 55% ± 0.6 69% ± 0.7 

t-SNE 3D Mapping 71% ± 0.6 68% ± 0.7 63% ± 0.7 54% ± 0.5 69% ± 0.7 

 

CHAPTER (6): CONCLUSION AND FUTURE WORK 

 Conclusion 

Predictive data modeling can help institutions become more proactive and provide 

better services and customer experience. In our research, we were able to utilize a recent 

visualization and dimensionality reduction technique (t-SNE) to leverage human cognitive 

power to understand the underlying structure of high dimensional data. We used t-SNE to 

visualize large datasets in 2D and 3D. t-SNE guarantees that data instances which are 

similar in the high dimensional space get mapped to nearby data points on the lower 

dimensional space. Accordingly, humans can easily identify similarities and differences. 

Another interesting finding of our study is that lower dimensional mapping simplifies the 

classification problem and enables a simple classifier such as KNN to compete with more 

sophisticated algorithms such as the NN. The simplicity of the concept of the KNN can 

help explain the concept of predictive analytics to a wide audience of various literacy 

levels. 
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 Future Work 

While t-SNE has great advantages, it also comes with the limitation that it requires 

retraining the model with every new data point. There have been some attempts to use 

regression techniques to train a model on predicting the projections of new data-points. We 

would like to extend our solution to include prediction of mappings of new data points to 

save the model re-training time at the beginning of every semester.  

We also realized that usually, we did not get significant improvement in classifier 

performance when increasing the dimensionality from 2D to 3D. We would like to dig 

deeper into this observation and conduct more experiments to confirm or reject this 

hypothesis.  

It is also important to try comparing PCA and t-SNE performance at 

dimensionalities greater than three.  We would also like to compare t-SNE to other 

techniques such as Sammon Mapping and Fisher Discriminant Analysis.   

It will also be useful if we dig deeper into the random forest performance 

degradation caused by the dimensionality reduction. We would also like to try other 

algorithms such as Logistic Regression, gradient boosting machines and deep learning 

techniques.  

On the dimension of the students’ performance prediction problem, it is worth 

mentioning that working on better data collection mechanisms to avail more data about 

students’ satisfaction, students’ engagement, family educational background and data 

about students’ learning behaviors logged by the learning management system can 

significantly enhance our prediction model performance. It will be useful if we can test 
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robustness of our prediction models to missing values. Finally, we would like to solve other 

problems such as student recruitment, student attrition and major declaration advising 

using predictive modeling. 
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