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Figure  4-5 Average remaining energy for the four scenarios using the ordered choice of 

NMs 

 

B) The Variance of the Remaining Energy Consumption 

 The following figure, Figure 4-6, presents the standard deviation calculation of 

the remaining energy of the network sensors in every cycle. The illustration does not only 

emphasize what was displayed in Figure 4-5, but it also shows the distribution of all 

sensors’ energy consumption during the whole network process. The curves in Figure 4-6 

can be described as follows; at the beginning of the network cycle, all the sensors used to 

acquire the same energy level; that is why the standard deviation of the remaining 

energies of all sensors was at the zero level. By time, when part of the sensors starts to act 

as NMs and the rest as active nodes, the sensors started to lose a big part of their initial 

energy. Comparing all the curves at that point only, one can observe that, in the higher 

Cycles/NM, some sensors are losing their energies rapidly, compared to the sensors that 



 69 

are using the low Cycles/NM. The reason for this is that, in the high Cycles/NM, some 

sensors are acting as NM for various cycles, causing the distant active nodes to lose their 

energies very fast, while the rest of the sensors within the network still possess high 

remaining energy. This difference in remaining energy between the sensors causes the 

value of the standard deviation to rise as seen by the Max Cycles/NM and 10000 

Cycles/NM curve. A similar behavior happens to the other two curves 100 and 1000 

Cycles/NM, but the value of the standard deviation at the middle of the graph is much 

lower due to not exploiting the far sensors from the NMs all at once, as explained in the 

previous section. 

 

 

Figure  4-6 Standard Deviation curve of the remaining energy using the ordered choice of 

NMs 

 

 After the standard deviation reaches its peak, the curve starts to decrease again; 

this is where the sensors with high remaining energy start to lose their initial energies as 

well. When most of the sensors lose their energies and then their remaining energies start 

to cross the active node threshold, the standard deviation curve approaches the zero level, 

since most of the sensors will inhabit a similar remaining energy value. Furthermore, the 
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curves also show that using a lower number of Cycles/NM will result in a more even 

energy dissipation level, due to their lower standard deviation values, compared to the 

Max and 10000 Cycles/NM curves. 

 

 In all the previous simulations, the same NM selection process was used, which is 

choosing the NM in a circular path. This process will be investigated further in the next 

section in order to test its effect on the network and on the previous simulations. 

 

4.4 The NM Selection Approach 
  

 As mentioned before, the sensors in this wireless sensor network are uniformly 

distributed. Each sensor has an order number that differentiates its location from the rest 

of the sensors. The count of the sensors starts by the closest sensor to the sink and then 

goes in a circular path till it reaches the 100
th

 sensor. Choosing the NM of each cycle also 

follows the same sensors’ order; meaning the first sensor by the sink that should have 

sufficient energy at the beginning of the process, starts to act as an NM. When this sensor 

depletes most of its energy and reaches the NM threshold, it starts to act as an active 

node. Afterwards, the next node in line is checked whether its remaining energy is above 

the NM threshold or not. If this is true, then it will start acting as the next NM; if not, the 

following NM will be checked the same way. This process is called NM selection in a 

circular path. To verify if this process actually affects the results illustrated in the prior 

sections or not, a random process of selecting the NM will be examined.  

 The process starts by randomly selecting a sensor out of 100 to act as an NM for a 

specific number of cycles, depending on the chosen scheme. Then the next sensor inline 

will also be randomly chosen, out of the 99 sensors left, to act as a NM and so on. Figure 

4-7 presents the different lifetime schemes together, each with a different number of 

Cycles/NM using the random NM selection. It shows that the lifetime curves have similar 

behavior compared to Figure 4-4 even when using the random NM selection. This means 

that that maximum and 10000 Cycles/NM techniques remain the highest curves with 

respect to the lifetime. Then the 1000 and the 100 Cycles/NM curves come next. 
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However, the four curves are closer to each other, meaning they are achieving lifetime 

values that are unlike the previous simulations. 

 

 

 
 

Figure  4-7 Different lifetime curves with different cycle count per NM using the random 

selection of the NM 

 

 Hence, the only difference that the random NM selection has made is the shift in 

lifetime value. When comparing for example the maximum Cycles/NM curve using the 

ordered NM selection and on the other hand using the random NM selection, one can 

obtain a significant decrease in lifetime as shown in Figure 4-8. The random NM 

selection is achieving a lower lifetime value until the death of the 86
th

 node; it then starts 

to attain higher lifetime compared to the ordered NM selection curve. The reason for that 

as mentioned before in the previous section is that when the selection of the current NM 

changes more frequently, it affects the network by not exploiting the far located sensors 

all at once. Instead, it averages the energy dissipation over the whole network, since the 

location of the NMs is changed more frequently. But at the same time, it causes the 

lifetime value to decrease compared to the NM curve.  
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Figure  4-8 Comparing the Maximum Cycles/NM using the ordered NM selection and 

another time using the random NM selection 

 

 For additional verification that the random NM selection has an effect on lifetime, 

another example is obtained in Figure 4-9, which compares the Ordered vs. the Random 

NM selection using a defined number of cycles, which is 1000 Cycles/NM. In this 

example the ordered selection of the NM is very similar to the random selection since in 

both cases NM location changes more frequently, when comparing that to the maximum 

technique. Nevertheless, there is still a slight difference in lifetime value between the 

ordered and the random NM selection. The ordered NM selection causes the Network to 

achieve higher lifetime during most of the network lifetime, while the random technique 

achieves higher lifetime only at the end of the network lifetime.  
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Figure  4-9 Comparing Ordered vs. Random NM Selection using 1000 Cycles/NM 

 

 The same reason that was previously described under Figure 4-8 will be applied 

here as well. The random technique averages the energy dissipation over the whole 

network, reducing the remaining energy and exploiting the network’s energy to the 

maximum. This could be deeply observed using the average remaining energy and the 

standard deviation curves, shown in Figure 4-10 and Figure 4-11.  

 Figure 4-10 shows the average remaining energy of all the curves using the random 

NM selection. Comparing this figure with Figure 4-5, one can observe that the maximum 

and the 10000 Cycles/NM curves are the ones affected the most by changing the NM 

selection procedure. However, the 1000 and the 100 Cycles/NM curves almost attain the 

same behavior. Figure 4-10 shows that the maximum and 10000 curves are skewed more 

closer to the 1000 and 100 curves, which means that the average remaining energy per 

cycle is much lower than the previous simulation in Figure 4-5. This proves that in this 

case the random NM selection has consumed the overall network’s energy more 

efficiently as opposed to using the ordered NM. 



 74 

 For further validation, the standard deviation curves are also illustrated in Figure 4-

11. One can also obtain the different behavior for the maximum and 10000 Cycles/NM 

techniques using the NM random selection. The top of the curves are skewed more to the 

left compared to Figure 4-6, which means that there are some sensors that have lost their 

energies a bit faster causing a high difference in the remaining energies of all the sensors. 

However, the sensors that possess high energy start loosing their energies very slowly; 

this is why the curves go down very slowly and not abruptly like in Figure 4-6. They also 

reach the higher lifetime value when the standard deviation curves approach the zero 

level. 

 
 

Figure  4-10 Average remaining energy for the four scenarios using the random NM 

selection 
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Figure  4-11 Standard Deviation curve of the remaining energy for the four scenarios using 

the random NM selection 

 

 The previous experiment shows that the NM selection procedure is independent of 

the choice of the number of Cycles/NM, as curves achieve the same behavior according 

to each other if the random or the ordered NM selection is used. However, if each single 

scheme is compared with itself using both procedures, a difference in lifetime value and 

in the energy consumption can be obtained. This simply shows the tradeoff between 

achieving a high lifetime value and exploiting the sensor’s energy to the maximum. 

Therefore, depending on the application and also on the applications requirements the 

decision of selecting between both methods is made. 

 

4.5 Chapter Conclusion 

 In Chapter 4, three different death criteria that depend on different measurement 

aggregation techniques have been assessed. These definitions are application dependent 

and therefore choosing between them is according to the application requirements. The 

first two criteria were the AND and the OR rule representing the known logical gates. 
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The third rule was the Majority rule. The effect of these definitions was examined on the 

network and the output graphs of this experiment can be used in selecting the adequate 

definition according to the desired application.  

 Furthermore, in this chapter, the effect of changing the number of sensing cycles 

per NM was examined. Fixed numbers were used for the NM/cycles count instead of 

exploiting the NM energy till the NM threshold is reached. Three different fixed NM 

cycles were introduced, which are the 10000, the 1000 and the 100 Cycles/NM. The 

analysis showed that using a predefined number of cycles per NM has caused the network 

to achieve a lower lifetime value in general, however the sensor’s energy was consumed 

efficiently. Therefore, several graphs will also be used in order to be able to choose the 

suitable technique for the required application. 

 Finally, the choice of NM selection was investigated further in order to find whether 

it has an effect on the previous experiments or not. The selection of NM used to happen 

in an ordered circular path; however, in this experiment a random NM selection was 

introduced. The results show that the random NM selection does not have an effect on the 

behavior of the previous examples according to each other. Nevertheless, if in each single 

each example the ordered and the random selection is compared on its own, a slight 

difference in lifetime and also in energy consumption could be found. This shows that, 

using the random NM selection, the network’s energy can be consumed more efficiently 

and also a higher lifetime value can be achieved but only at the death of the final nodes in 

the network; whereas, on the other hand, in general a higher lifetime value when using 

the ordered NM selection can be achieved. Once again several graphs have been obtained 

in order to enable the choice between both techniques according to the desired aim, since 

there will always be a tradeoff between the network’s energy consumption and the 

achieved lifetime value. 

 In conclusion, it is very essential when selecting a WSN network to decide on the 

objective of this network, which could be prolonging the network’s lifetime or 

consuming the network’s energy evenly. It is also very important to consider the 

environment in which this network will be placed and accordingly decide on the network 

conditions. Consequently, a choice could be made between the suitable death criteria, the 
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number of sensing Cycles/NM and the NM selection procedure using the graphs 

presented in Chapter 4 to achieve the best combination that best fits the desired WSN 

network. 
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Chapter 5 

5 Conclusion and Future Work 

 Wireless Sensor Networks are based on distributed autonomous devices that are 

used in monitoring and reporting in a variety of applications such as military, 

environmental, health, home, commercial applications and much more. The EM pollution 

monitoring is considered in many sources as one of the environmental monitoring 

applications that measure the radiation that could affect the human’s health. For example 

in dense urban areas several base stations co-exist in order to be able to cover the users 

located in that area. However, the drawback is that sometimes signals coming from the 

various base stations overlap causing a much higher transmission exposure. These 

radiations are in some countries not legally monitored; therefore a generic algorithm was 

developed based on the event-by-event algorithm in order to monitor these radiations. 

Using this algorithm it was possible to turn the main parameters from fixed to random 

variables in order to examine their effect on lifetime. Several scenarios were simulated 

and their outcome showed that the violation duration has the most effect on the lifetime. 

It has caused an increase in lifetime for this specific network between 7.53% and 17.36%. 

Moreover, several random distributions were applied in order to evaluate their effect on 

network’s lifetime. The results show that uniform distribution has the least effect on 

lifetime, then the Gaussian has and finally the exponential distribution with the most 

effect. It has prolonged the network’s lifetime by a factor of 13.08%. These simulations 

illustrate the capability and flexibility of the algorithm of choosing between the different 

parameters and accordingly applying the different distributions depending on the desired 

application. 

 The second part of this research focuses on solving one of the WSN constrains. 

Since WSN rely on sensor nodes that are battery-operated, there is always an aim of 

prolonging the network lifetime as much as possible and consuming the network energy 

efficiently. Therefore, three different lifetime definitions have been assessed using the 

previously developed generalized framework, which are the AND, OR and the Majority 

rule. Outcomes of these lifetime definitions were illustrated in several graphs in order to 
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facilitate choosing between according to the required application. Moreover, calculations 

are applied to efficiently compute the network master threshold, so that each sensor 

acting as a network master exploits its energy to the maximum. Additionally, the number 

of sensing cycles per NM was investigated further by fixing the cycle number instead of 

making the NM consume its energy all at one. Three different examples were introduced, 

which are 10000, 1000 and 100 Cycles/NM. Results have shown that using fixed 

Cycles/NM causes the network to obtain a lower lifetime than operating the NM cycles 

all at once, however the energy consumption among all sensors was evenly distributed 

and consumed efficiently. Furthermore, the process of selecting the NM was examined in 

order to assure that this selection technique does not have an effect on the previous 

outcome. Random instead of predefined circular selection is applied and the results show 

that the organized NM selection does not affect the overall behavior of the previous 

results. However, if same examples are compared to each other, there will be slight 

different in lifetime value and energy consumption, were the random selection consumes 

the NM energy more efficiently. All the simulated experiments show that there will 

always be a tradeoff between achieving the highest lifetime during the network process 

and consuming the sensors energy evenly. Therefor, using the resulted graphs is always 

very important in selecting between the different criteria according to the needed 

application. 

 The next step that should be investigated in the research is applying the different 

death criteria on a varying size of the network instead of having a fixed 100x100m
2
 area. 

The number of sensors will then be increased to cover that area. Additionally, the sensors 

will be randomly deployed and their transmitting energies will be examined further 

according to their location in order to have a more generic example that suits real life 

applications.  
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